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Estudio Computacional de Escenarios Evolutivos
Alitzel Lopez Sanchez

Resumen

En el contexto de biologia molecular y evolucién, homologia se define como una relacién
entre un par de genes que comparten un ancestro comun. Se considera que es la relaciéon mas
general que existe entre genes evolutivamente relacionados. Existen diferentes relaciones que
se derivan de ella, las cuales fueron establecidas por W.M. Fitch [1]], entre las cuales podemos
encontrar: ortologia, paralogia y xenologia. Ortologia es una relacién que se define entre un
par de genes homoélogos, donde ambos genes han surgido a través de un evento de especiacion.
Por otra parte, paralogia es una relacion sobre un par de genes homdélogos que surge por medio
de un evento de duplicacién. Finalmente, xenologia es una relacion que existe entre un par de
genes homologos donde uno se ha transferido horizontalmente entre especies. Con el paso del
tiempo, este tipo de relaciones son dificiles de conocer, y su inferencia muchas veces resulta
errénea debido a fendmenos genéticos como la pérdida de genes.

En esta contribucion, se presenta una herramienta computacional para auxiliar en la caracteri-
zacion matematica de las relaciones de ortologia encontradas en la historia evolutiva de familias
de genes. Un enfoque para el estudio de este tipo de relaciones es mediante grafos, donde los
vértices representan genes y las aristas las relaciones de ortologia. En este trabajo se propor-
ciona un ambiente controlado donde las relaciones evolutivas son conocidas que ademas es
capaz de generar los grafos correspondientes a cada historia evolutiva.






Computational Study of Evolutionary Scenarios
Alitzel Lopez Sanchez

Abstract

In molecular biology and evolution, homology is defined as the relationship between a pair of
genes that share a common ancestor. It is considered to be the most general relation between
evolutionarily related genes. There are subsets deriving from it, that were described by W.M.
Fitch [1] among which we can find: orthology, paralogy and xenology. Orthology is a relation-
ship between two homologous genes, where both genes emerged through a speciation event.
Whereas, paralogy is a relationship between a pair of genes that emerged through a duplica-
tion event. Finally, xenology is the relationship between a pair of homologous genes in which
one has been “horizontally” transferred to another specie. Through the natural course of time,
the evidence of ancient homology relationships cannot be found, and its inference most of the
times is done erroneously due to certain genetic phenomena, for example, gene losses.

In this contribution, we present a computational tool to aid in the mathematical characterization
of the orthology relations found in the evolutionary history of a set of genes. An approach to
study these kind of relations is through a graph, where vertices represent extant genes and edges
the orthology relations. In this work, we have implemented a controlled environment where the
evolutionary relationships are known and that allows the generation of the representative graphs
that belong to each evolutionary history.
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Chapter 1

Introduction

Interdisciplinary research has been having an ever increasing popularity since the last century. Dis-
ciplines like mechathronics, biophysical chemistry and bioinformatics have been emerging through
worldwide conferences and scientific journals all around the scientific community. As a bachelor
in technology, solving the multidisciplinary problems presented by these ubiquitous disciplines is
not only of great interest but also achievable within the basis of our formation.

All of these areas are being shaped by the most recent technological advances, which have flooded
databases with enormous quantities of information. Each area therefore needs a conceptual basis
to assist in the organization of this information as well as to formulate new questions and theories.

This contribution lies within the realm of Bioinformatics, particularly in the field that covers the
mathematical study of Evolutionary Biology. As we will see in the following sections, the use of
mathematical tools such as statistics, probability and graph theory is not new in biology, neverthe-
less it is somehow hidden behind the overwhelming availability of experimental data, which most
of the time leads us to forget the need of looking new scientific theories. There is a quote in [2]
where the authors portray the need of theoretical foundations in biology in this “big data” era:

The current absence of a strong theoretical foundation in biology means that there is weak
guidance regarding what quantities or variables need to be understood to best inform a general
understanding (an explanatory basis) for biological features of interest. An unfortunate result
of the absence of theory is that some researchers confuse just having data with “understanding”.

For example there is a base for collecting and analyzing the most microscopic data: exper-
imental procedures and measurements in a high-throughput transcriptomics study are built
around the assumption that transcripts are the primary data to be explained, and in neuro-
science, recording from numerous individual neurons. This bias reflects a rather naive belief
that the most fundamental data provide a form of explanation for a system, as if enumerating
the fundamental particles where equivalent to the standard model in physics. ..
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Chapter 1. Introduction

In this sense, several theories have been proposed to infer evolutionary history of sets of genes, in
particular orthology relations. Some focus on the reconciliation of species and gene trees while
others use the aid of graph theory. A common strategy used to reconstruct species phylogenies is
to use orthologous genes as ‘“evolutionary markers”. Since these genes follow species divergence,
they can pinpoint how branching in a species tree happens through time.

A common technique in graph-based methods for orthology identification is to use reciprocal best
matches as a first step. The basic idea of this heuristic is that if a gene a in species A is orthologous
to a gene b in species B then a and b are reciprocally most closely related. However, the theoretical
basis of reciprocal best matches have rarely been studied directly until very recently [3].

With this aim in mind, in this work we present a computational tool to further explore evolutionary
scenarios from a graph-based point of view. A common strategy used to generate evolutionary sce-
narios is to generate the evolutionary history of a gene family along a species tree that is generated
by a stochastic model. An interesting stochastic model for the generation of species tree is the
innovation model, which generates trees with branching structures akin to trees reported in phylo-
genetic databases. Since this model has remained widely unexplored, we undertook this model to
serve as basis for the generation of evolutionary histories. Along the branches of our species tree,
we generate the gene tree representing the evolutionary history of a single ancestral gene. By using
these trees, we further proceed to build the theoretical orthology graph, which represents the true
orthology relations of our scenario and its corresponding theoretical best match graph and recipro-
cal best match graph. All these advantages make our framework particularly valuable since it will
serve as a benchmark to test methods that aim to reconstruct the evolutionary relationships between
sets of genes by using a graph-based approach. We illustrate the utility of our simulation tool with
an application case where we explore the effects of horizontal gene transfer in the theoretical gen-
erated graphs.

This thesis is organized as follows: Chapter 1 presents basic concepts regarding the biological and
mathematical parts of this contribution.

In Chapter 2, a complete description of the state of the art regarding the main problem of homology
distinction will be presented. We will also state how this contribution helps to solve a particular
aspect of this problem.

The current methods, models and tools to generate evolutionary scenarios in silico will be reviewed
in Chapter 3.

In Chapter 4 we present the necessary theory to understand the relations of interest that can be
extracted from our generated evolutionary scenarios. Best Match Graphs were developed in col-
laboration with the Bioinformatics Group of the University of Leipzig, Germany and are described
in a currently accepted manuscript pending of publication. [3]

In Chapter 5 we will present an implementation of a simple stepwise procedure to produce evolu-
tionary scenarios with their corresponding True Orthology Graphs, Best Match Graphs and Recip-
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rocal Best Match Graphs. The usefulness of this procedure will be illustrated with an applied case,
involving the edge edition of the Reciprocal Best Match Graph.

Finally, in the subsequent chapters, we will discuss the obtained results, and offer some concluding
remarks, that will lead us to the new possible applications of these results.
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Chapter 2

Basic Concepts and Definitions

Inheritance is a key concept to understand the vast diversity of living things and processes that
surround us, and it has been the focus of many interesting and challenging questions along the
history of science as we know it.

2.1 DNA, Genes, Genomes and Evolution

In 1865, the Austrian friar Gregor Mendel gave a mathematical model of inheritance in which he
postulated that the basic unit of inheritance was a gene. For many years, nobody took notice of
his work, until the beginning of the 20th century, when it rose up again and it passed through in-
tense mathematical development. Then, the gene was known to be made of DNA, which we now
consider as the basis of heredity and refer to as the ”information coding molecule” i.e. DNA is the
mean by which most organisms transfer genetic information to their descendants. The whole set of
DNA molecules contained in an organism is called genome.

The basic flow of genetic information was proposed by Francis Crick in 1958, which is referred to
as the The Central Dogma of Molecular Biology.

2.1.1 The Central Dogma of Molecular Biology

Genomes on its own are unable to release their own information to a living cell, they need to
coordinate with other molecules: RNA and Proteins to finally release this information in a process
called gene expression.

Replication

Transcription Translation

DNA —> RNA —>» S

Figure 2.1: A schematic of the central dogma. It shows the basic flow of genetic information.
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Chapter 2. Basic Concepts and Definitions

Each of these molecules can be seen as a word over a 4 letter alphabet (for DNA = {A,C,G, T}, for
RNA = {A,C,G,U}), and for proteins as a word over an alphabet of 20 aminoacids. The central
dogma’s schematic’s arrows as shown in fig. 2.1 indicate that we can make another molecule by
using as a template the sequence of letters of an existing molecule by:

e Replication: In this process, DNA molecules can be copied.

e Transcription: In this process, a collection of RNA molecules are generated from certain
genes of the genome called protein coding genes, this type of RNA is known as messenger
RNA (mRNA). In an organism, we can also find RNA molecules that do not come from
protein coding genes. This whole set of RNA molecules is called the Transcriptome.

e Translation: In this process, from each mRNA molecule, a protein is created. The whole
repertoire of proteins created from the Transcriptome is called Proteome. The Proteome
dictates how and which biochemical reactions a cell is able to carry out.

2.1.2 Evolution

Evolution is a process by which populations of organisms change over generations. To understand
the details of this process, we need to study phylogenies- the branching relationships of popula-
tions as they gave rise to new populations over time.

Evolution can be understood at different time scales: on a grand scale, it will show us the historical
footprints of what led to major events in the tree of life, which is a model used in the exploration of
life which describes the evolution of both living organisms and extinct ones. On a smaller scale,
we can study phenomena such as the history of descents and relationships among species within a
genus or even populations of the same species.

The basis of phylogenetic observations relies on traits displayed by organisms, which might give
us hints about possible common ancestry. Traits are any characteristic an organism might have:
from anatomical features to embryological processes and most commonly genetic sequences, such
as genes.

The changes among populations are mostly due to genetic variation. These variations happen at
different scales, from single letter changes to large chunks of letters, at different points in the life of
an organism. When these changes alter the function of a gene or protein, they introduce new traits
in an organism.

When the newly acquired trait is advantageous and helps an individual survive and reproduce, this
variation is likely to be passed to the next generation of individuals. This process is known as Nat-
ural Selection. Then, in a bigger time scale, when the descendants of this individual propagate, the
new trait becomes available over a population, making this population different from the ancestral
one.
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2.1.3 Homology and Analogy

In the vast diversity of living organisms, we can sometimes see that there are many similar traits
shared among large groups of organisms. Some of these similarities are a consequence of shared
ancestry. When a trait is found in two or more species because they shared a common ancestor,
we call it a homologous trait. On the other hand, analogous traits are shared by two or more
organisms but not because they had a common ancestor, they rather arose independently and were
separately pushed by natural selection in each species. This process is known as Convergent Evo-
lution.

Throughout this contribution, we will be using genetic material as the homologous traits upon our
study. This aspect will be dealt with more detail in the next chapter.

2.2 Graph Theory

Graph Theory has a very wide range of applications in engineering, physics, biological sciences
and in numerous other areas. In particular, graphs are the formal basis of the field of phylogenetics.

2.2.1 Graphs: Basic definitions and Properties

A graph G is an ordered pair (V, E) built by a set of elements called vertices V =V (G) and a set of
unordered pairs of vertices called edges E = E(G). Graphs are usually depicted as diagrams where
each vertex is represented by a dot, and each edge is represented by a line. For the purpose of this
contribution, we will always assume simple graphs, which are graphs with no multiple edges and
loops.

Figure 2.2: A graph G with vertex set V(G) = {0,1,2,3,4,} and edge set E(G) = {{0,1},{0,2}
{2,31,{2,13, {3,1},{4,1}.
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Chapter 2. Basic Concepts and Definitions

In a graph G, two vertices are adjacent if they are joined by an edge. Given u € V(G), y(u) rep-
resents the set of vertices which are adjacent to vertex u, and |y(u)| = d(u) is called the degree of
vertex u.

These concepts allow us to represent graphs computationally in two ways:

©O 06 60

0 1 1 0 0
1 0 1 1
1 1 0 1
0 1 1 0

0 1 0 0 0

(a) Adjacency matrix representation of graph G.
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(b) Adjacency list representation of graph G.

o o -

Figure 2.3: Computational Representations of a Graph G

Adjacency Matrix : For a graph with |V| vertices, an adjacency matrix is a |V| x |V| matrix where,
the entry in row i and column j is 1 if and only if the edge (i, j) is in the graph, else, we
represent the absence of this edge with a 0. This representation of the graph in fig. 2.2 is
depicted in fig. 2.3a.

Adjacency List : For each vertex in G, there is a set of adjacent vertices. Typically, we have an

array of |V| adjacency lists,one adjacency list per vertex. This representation of the graph in
fig.2.2 is depicted in fig. 2.3b.

There are also certain types of sequences of adjacent vertices and edges of special importance:
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Cycle / ~—_

Figure 2.4: A cycle on 3 vertices and a Py

Let G be a graph and v,w be vertices € G. A walk from v to w is a finite sequence of adjacent
vertices and edges of G:

veivién...vy_1exw

From here, the following concepts are derived:
e A trail from v to w is a walk from v to w that does not contain a repeated edge.

e A path from v to w is a trail that does not contain a repeated vertex. It is usually denoted as
P,, where n is the number of vertices in the path.

o A closed walk is a walk that starts and ends at the same vertex.

e A circuit is a closed walk that contains at least one edge and does not contain a repeated
edge.

e A cycle is a closed trail where no other vertices are repeated apart from the start and end
vertex.

Two vertices u and v of a graph G are said to be connected if there exists a path from u to v in G.
A graph G is said to be connected when every pair of its vertices are connected.

In this contribution, the following graphs are of particular interest:

2.2.2 Complete Graph

A complete graph is a graph in which every pair of vertices is adjacent to each other. These graphs
are usually denoted by K,, where n refers to |V (K, )|. The complete graph on one vertex K7, is also
known as the singleton graph.
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2.2.3 Induced Subgraph

An induced subgraph on a set of vertices W = {wy,w,,...,w;} denoted by G|W] is a graph that
has W as its vertex set and its vertices preserve the adjacency of the original graph. An example is
provided in the following figure:

Figure 2.5: Let W = {1,2,3}, and let G be the original graph from 2.2. We show the induced subgraph
G[W] solid lines represent the edges of G[W| while dashed arrows represent the remaining edges of G which
are not in the edges set of G[W].

2.2.4 Directed Graph

A directed graph, also called a digraph, is a graph in which its edges are called arcs and every arc
xy has an initial vertex , called fail x, and a final vertex , called head, y.

A digraph G = (V,E) is said to be connected if the underlying undirected graph is connected.
For any pair of vertices (u,v) € V if there is a path from u to v, then v is said to be reachable from
u. A digraph is strongly connected if all its pairs of vertices are mutually reachable.

For a vertex x in a digraph G we will write:
e N(x) = {z|xz € E(G)} for the outneighborhood of x

e N (x) ={z| zx € E(G)} for the inneighborhood of x

2.2.5 'Trees

Trees are a special kind of graphs, since they are connected and have no cycles. According to their
degree, we will distinguish the following types of vertices within a tree T as:
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leaves: these are vertices of degree one.
inner vertices: these are vertices of degree > 1

We say a tree T is rooted when we designate an inner vertex to be identified as the root and we
will denote this vertex as pr. For the purposes of this work, all of our trees will be rooted.

Figure 2.6: A binary Tree T'. The vertices 0, 2 and b represent the inner vertices while a, 1, 3 and
4 represent its leaves. We choose the vertex 0 to be the root of T

A k-ary tree is a rooted tree, where the root has a degree at most k, and every other vertex has a
degree at most k + 1. When we have a 2—ary tree, as in fig. 2.6 ,this tree is called a binary tree.

Computationally, a tree can be traversed in several ways [4]:

Preorder: we start by visiting the root, then the left subtree and finally the right subtree. This
process is then applied recursively over the subtrees. In fig. 2.6, an ordering of the vertices
of T by Preorder traversal will be [0,2,3,b,a,4,1].

Inorder: we start by visiting the left subtree, then the root and finally the right subtree.This process
is then applied recursively over the subtrees. In figure 2.6 an Inorder traversal of 7 will be
done in the following order: [3,2,a,b,4,0,1].

Postorder: here, we visit the left and right subtrees and the root is visited at the end. This process
is then applied recursively over the subtrees. In fig. 2.6, the list of vertices of T visited by a
Postorder traversal will be [3,a,4,b,2,1,0].
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A vertex a in a rooted tree, for example the one in fig. 2.6, is called a descendant of a vertex b if
the path from a to the root passes through b, then we say that b is an ancestor of a. We can also
define an ancestor order in a tree 7 by setting x <7 y, which means that y is a vertex that belongs
to the unique path connecting x with the root of 7', p7.

Vertices that are adjacent to a vertex v and are descendants of v are called the children of v. An
adjacent vertex that is an ancestor of some vertex u is called the parent of u.

The Lowest Common Ancestor (Ica) of a set of vertices D is the unique ancestor of D that is a
descendant of all the ancestors of D. Whenever there is a risk of confusion, we will use Icar to
denote the /ca of a set of vertices in a particular tree 7.

A binary tree on three leaves is called a triple. In particular, we write xy|z for the triple on leaves
X,y and z if the path between z and the root does not intersect the path from x to y.

An event-labelled tree, which will be denoted by (7,t), is a rooted tree T together with a map
t : V; — M that assigns each inner vertex v € V; an event m € M. This means that in an event-
labelled tree where x,y belong to its leaf set, if we look for Ica(x,y) it will be marked with an event

t(lca(x,y)) = m.

2.2.6 Phylogenetic Trees

Mathematically, a Rooted Phylogenetic Tree 7" on a set L is a rooted tree with leaf set L where no
inner vertex has degree = 2. When we have a Rooted Phylogenetic Tree on a set of Species S we
will call it Species Tree and when the leaf set represents a set of Genes G, Gene Tree.

These definitions will constitute the formal basis of this study in the following way:

Species Tree 75 : this is a mathematical model where the leaf set S represents extant species and
the inner vertices represent ancestral species.

Gene Tree 7;: in this model, we have an event - labelled tree in which the leaf set G represents
extant genes and the event set will represent evolutionary events, which will be presented on
the next chapter.

2.2.7 Reconciliation Map u

When we want to mathematically establish a relationship between a gene tree T and a species
trees Tg we can use a map o : G — S to represent which genes in G belong to which species in S.
Moreover, we can extend this mapping so that it also maps the inner vertices of 1, i.e. the events
of the gene tree into the vertices or edges of the species tree Ts. This is called a Reconciliation
Map u, and it is defined as follows [3] :
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Let Ts = (Vs,Es) and Tg = (Vi, Eg) be two phylogenetic trees on S and G, respectively, and let
0 : G — S be a surjective map, i.e. for all s € S there is a g € G such that 6(g) = s. A reconciliation
from 7 to 75 is a map u : Vg — Vs U Eg such that it satisfies the following constraints:

1. Root Constraint: |1(v) = pr if and only if v = pz..

2. Leaf Constraint: if x € G, then u(x) = o(x).

3. Ancestor Preservation: for x,y € Vi , x <7, y implies that p(x) <7, p(y).

4. Speciation Constraints: Suppose [(x) € Vs \ S, i.e. u(x) belongs to the inner vertices of Ts.
o U(x)=Ilcag,(u(v'),u(v")) for at least two distinct children v' and v’ of x in Tg.

e (V') and p(v") are incomparable in Tg for any two distinct children v and v" of x in
Te.

As has been previously reported in literature [[6], it is always possible to reconcile a gene tree with

a species tree. Furthermore, this reconciliation map completely determines an event labeling t on
T:.

Gene Tree Species Tree Reconcilied Trees

g1 g3 gz g4 g5 A B C g1 g2 g3 g4 g5

Figure 2.7: Reconciliation between a Gene Tree and a Species Tree. The dashed coloured arrows
represent the mapping . To represent the Leaf Constraint, we use a colour to denote each species

in S. Reconciliation can also be seen as an “embedding” of the Gene Tree into the Species Tree,
represented as a black dashed line in the third panel.
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2.2.8 Cographs

Before looking at the definition of cograph, there are some notions we need to present beforehand:

°
G, @
Glc 1 l

2 .

Figure 2.8: Two graphs G| and G, their Disjoint Union G| & G, and their Join G| + G».

The Complement of a graph G(V,E), usually denoted by G(V,E), is the graph with vertex set V

and edge set E(G) = {xy|x,y € V,x #y,xy ¢ E}.

Given two disjoint graphs, G| and G, their Disjoint Union G| & G is the graph with vertex set
V(G1)UV(G,) and edge set E(G1) UE(G>), and the Join G| + G» is the graph with vertex set
V(G1)UV(G,) and edge set E(G|) UE(G,) U{uv|lu € V(G1) and v € V(G,)}.

The name cograph comes from Complement Reducible Graphs, as by definition cographs can be
reduced by stepwise complementation of connected components to their corresponding K;’s. A
growing body of literature has characterized cographs throughout the years in many different ways
['7] but, for this contribution, we will focus on the following definition:

A graph G is a Cograph if any of the following equivalent conditions hold [8]:
e G can be constructed from K;’s by disjoint union and graph join operations.

e G does not contain P4 as an induced subgraph.
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b f
C
a
d
a f g g
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b ¢ d e

Figure 2.9: A Cograph C and its associated CoTree 7¢. Each edge (v,w) in C has a matching color to
that of the Ica(v,w) in T¢.

A cograph C has a particular tree associated with it, called CoTree T¢. It is a tree whose inner
vertices are labelled with either 0 or 1 and the leaves are the vertices of C. If we take a look at
the subtree rooted at a vertex n € V(T¢) with leaf set W, we will find that it corresponds to the
the induced subgraph C[W]. To better understand this idea, in figure 2.9, each edge (v,w) of the
cograph C has a matching color to that of the Ica(v,w) in its corresponding cotree.

Cographs are widely studied in computer science. Since they can be recognized in linear time,
they have been used in algorithms for community detection in complex networks [9] and most
importantly, as we will see in the next chapter, they are closely related to the concept of orthology.

2.3 Binary Relations and their Representations as Graphs and
Trees

In order to understand Binary Relations, the following fundamental concepts of set theory are
necessary:

2.3.1 Cartesian Product

Let a, b be elements of a set X. An ordered pair formed by a and b is denoted by

(avb) = {{a}v {aab}}a

which is the formal way of saying that in this pair of elements, we can distinguish the first element
from the second element:
(a,b) =(c,d) <= a=candb=d (2.1)

Let A,B be sets. The Cartesian Product of A and B is the set of ordered pairs where the first
element belongs to A and the second element belongs to B:

AxB={(a,b)lac Aandb € B}
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2.3.2 Relations

A Relation R between sets A and B is a subset of the Cartesian Product A x B. Relations on sets
in general can follow some important properties:

Let R be a relation on a set A

1. Ris reflexive if and only if, for all x in A, (x,x) € R

2. Ris symmetric if and only if, for all x and y € A, if (x,y) € R then (y,x) € R

3. Ris transitive if and only if, for all x,y,z € A, if (x,y) € Rand (y,z) € R then (x,z) € R
Relations that satisfy these three properties are called Equivalence Relations. Suppose there is an

equivalence relation on a certain set A. If we take an element a € A and ask for the subset of all
elements related to a, this subset is called the equivalence class of element a.

2.3.3 Binary Relations

A Binary Relation R over a set A is a subset of A x A.

2.3.4 Graph Representation of Binary Relations

We say that a graph GR is a Representation of the binary relation R on the set A if and only if:
1. The vertex set of Gg is A;

2. An edge connecting two vertices a,b € GR exists when (a,b) € R.

2.3.5 Tree Representation of Binary Relations

While graph representations of binary relations look straightforward and natural, tree representa-
tions of a binary relation R are tricky, since not all binary relations have a tree representation. The
binary relations presented in this work will be represented by trees that satisfy that:

1. The leaf set of T is A

2. T has a labelling such that it uniquely tells us whether (x,y) € R or not.

Binary relations and their graph representations, as we will see in the next chapter, will be the main
protagonists of this contribution, since we can use them to model the evolutionary relationships
between genes.
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2.4 Markov Chains: Basic Notions

Markov Chains are not only used in mimicking sequence evolution but also in several other areas.
They typically describe a system which changes between different states through time, according
to some random mechanism.

The first element of a Markov chain is a collection of states, called state space /. The represented
system will be always in one of these states. Sometimes we will know what state the system is in
and sometimes we will know that the system is in a state i with some probability. Hence, we can
assign a probability measure, also known as a probability distribution A to every element of the
state space.

The mechanism by which a change of state happens is described by a transition matrix P with
entries Fj; , i, j € I. An entry p;; will give us the the probability that the system changes from state
i to j at the next time state. Also we need to specify at which state the system was at time = 0.

Let X, denote the state of a system at time n. A Markov chain with initial distribution A and
transition matrix P is specified by:

1. Xy has a distribution A.

2. For all n and ig,iy,...,i, € I the probabilities P(Xy = iy, X; = i1,...X, = i,) that a system
occupies the states ig,i1,...,i, at times 0, 1,...n is written as:

]P)(X() = i(),X] = i],. . Xn = ln) = ;Liopioil .. 'pin—lin

Markov chains, are essential mathematical tools to simulate the evolution of nucleotide sequences
in silico, as we will see in chapter 4.
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Chapter 3

Distinguishing among the different types of
homology

Evolution is understood by building Evolutionary trees or phylogenies which are hypotheses about
evolutionary relationships among organisms. The main framework in which these trees are built is:

1. Select a number of species for which we wish to build a tree;
2. Collect information about the traits of these species;

3. Look at which species have characters in common. The idea behind tree building is that
species with many traits in common are more likely to be closely related between them than
with any other species with fewer common traits.

The traits that will be addressed in the rest of this contribution will be genes. Genes are ubiquitous
in the study of evolutionary relationships, as the rise of highthroughput sequencing technologies
has made these kind of data accessible for many more organisms day by day. As we have seen in
the previous chapter, by taking a molecular biology and evolutionary approach we will be using
homology as a relationship between two genes that share a common ancestor.

3.1 Homology and its flavours

Homology and its subset relations were defined by Walter M. Fitch in his 1970’s famous article
entitled ’Distinguishing Homologous from Analogous Proteins’ [1]:

Where the homology is the result of gene duplication so that both copies have descended
side by side during the history of an organism, (for example alpha and beta hemoglobin)
the genes should be called paralogous (para = parallel). Where the homology is the result
of the speciation so that the history of that the history of the gene reflects the history of
the species ( for example alpha hemoglobin in man and mouse) the genes should be called
orthologous (ortho = exact)...
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Chapter 3. Distinguishing among the different types of homology

This distinction between orthology and paralogy is important since both relationships are tightly
related to the function of genes. In most cases, genes that are orthologous share the same func-
tions while paralogs on the other hand, have related but clearly distinct functions. Therefore, the
importance of these distinction falls upon the realms of genome annotation and it also conveys in-
formation regarding the species and gene tree. Nevertheless, in the rest of this contribution we will
adopt an approach in which homology (and therefore all its flavours) refer only to the evolutionary
history of a gene family and not to its function.

The third flavour of homology is xenology, which was also stated by Walter M. Fitch in [10] as:

Xenology is defined as that condition (horizontal transfer) where the history of the gene
involves an interspecies transfer of genetic material. It does not include transfer between
organelles and the nucleus. It is the only form of homology in which the history has an
episode where the descent is not from parent to offspring but rather from one organism to
another...

Horizontal gene transfer is the non-sexual transmission of genetic material, which often involves
gene transfer across species boundaries via mechanisms like transformation, conjugation, trans-
duction or introgression[11]].

Every flavour of homology plays a key role in the evolution of genomes. This has led to the wide
diversity of gene families and gene functions. The resulting changes range from being in charge of
the molecular machinery of the cell to helping the organisms adapt to their environment. Gene du-
plication, is frequently involved in the creation of novel genes. Since it produces copies of a gene,
these are often the source of genetic differences which result in both genes having a different evo-
lutionary fate that sometimes leads to the acquisition of novel functionalities [12]]. Horizontal Gene
Transfer, on the other hand, reshapes an organism’s repertoire of genes by acquiring new genetic
material from other species. This acquired material most of the time has some sort of beneficial
characteristics associated to it, an example of this are genes that help bacteria become resistant
against antibiotics. Moreover, the genes resulting from this kind of event, tend to have different
evolutionary histories, which most of the time complicate research involving the evolutionary re-
latedness of species and gene trees.

To infer the different flavours of homology, several statistical and combinatorial methods have been
released (see for example [13] for a complete review in horizontal gene transfer methods).

Using Fitch’s definitions as basis, we will consider the so-called /ca-definitions of homology in T
as in [14]. Using the notion that:

Ortology: Two genes a,e are lca-orthologous in T if the Ica(a,e) = speciation event and ¢ (a) #
o (e) i.e. a and e belong to different species.

Paralogy: Two genes a,b are Ica-paralogous in T if the [ca(a,b) = duplication event.

Xenology: Two genes c,d are lca-xenologous in T if the [ca(c,d) = horizontal gene transfer event
(HGT).
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........... Species Tree

@ Speciation
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Figure 3.1: Ica-definitions of the homology flavours. Genes a, e are lca-orthologous in T, a,b are
lca-paralogous in T and c,d are lca-xenologous in T.

In this sense, we can study gene families, which involve all genes, in the set of genomes under
consideration, that share an evolutionary history. The different flavours of homology can be studied
through the evolutionary history of a set of genes using: a species tree, an underlying gene tree
of a gene family and the mutual relation between these two. The first step towards the correct
identification among the different flavours of homology is to know the orthology relations among
the genes we are studying.

3.2 Current methods for Orthology inference

The importance of orthology inference is at the heart of various genomics studies, from compar-
ative genomics to the reconstruction of ancestral proteomes. Most importantly, orthologs convey
important information about the underlying species tree. These methods can be, according to [[15],
classified under two main categories:
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Figure 3.2: A small example of tree-based orthology inference methods. Groups of color bars rep-
resent different nucleotide sequences while different colour pentagons represent different species.

3.2.1 Tree-Based Methods

These methods rely on the reconciliation of a gene tree with a species tree. The gene trees used
here are not event-labelled trees but rather trees constructed by the identification of genes across
genomes that share a certain sequence similarity. In fig 3.2 we exemplify this process by using
coloured rectangles which represent each nucleotide. The species tree is usually inferred from
extant species combining the use of fossil evidence, which are available in most phylogenetic
databases. This reconciliation process uses an “embedding” of the Gene Tree into the Species
Tree. In fig. 3.2 we represent this as dashed green arrows that go from the gene tree to the species
tree. Whenever an incongruence in this “embedding” takes place, it is interpreted as if the gene
family involved has undergone events such as duplication, loss or HGTs [16]]. In fig. 3.2 this is
depicted as a black dashed arrow.

Some shortcomings of this methods are:

e This method assumes both trees are “correct”. Nevertheless, there are several cases in which
the species tree is unknown or when a few misplaced leaves lead to scenarios with signif-
icantly more duplications and losses. As an immediate consequence of this, this method
works with selected gene families which have small rates of duplication events.

e The trees used for this kind of inference need to be rooted. It is possible to achieve a rooted
tree by choosing an outgroup. Let X be the set of leaves of a tree T (gene or species tree),
and let X C X be a set of leaves that represents either genes or species under consideration.
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Consider a leaf z € X. We say z is an outgroup for X if 1ca(X) < 1ca (X,z). The choice of
outgroup is most of the time done manually, so automatization is limited in this approach.

e These methods have a high computational cost when dealing with large datasets.

Driven by the limitations of these methods, a new kind of methods for orthology inference emerged,not
only for the need to improve the extant runtime capabilities but also because of the simple question:
Can we infer the phylogenetic relationships without having to build species and gene trees?

3.2.2 Graph-Based Methods

@ speciation ! | =
B duplication :

Figure 3.3: A small illustration of graph-based orthology inference methods. The left tree rep-
resents the evolutionary history of genes aj,a»,b1,by and c;. We use three different species: A
human, a cat and a bug.

In these methods, bypassing the need of building Species Trees and Gene Trees it is possible to
know the orthology relations among genes by building a digraph whose vertices represent either
genes or proteins and the arcs have a weigh that represents the confidence of the orthology rela-
tionships. These edges are inferred by pairwise sequence similarity and an operational definition
of orthology. In fig. 3.3 (a) we illustrate the process of sequence comparison between the genes
of the human and the cat. Each arrow represents a comparison. Solid green arrows symbolize arcs
with higher confidence, and dashed blue arrows are arcs with smaller confidence. In fig. 3.3(b)
we represent only the “highest confidence” bidirectional arrows among all species as an undirected
graph, which represents the orthology relations among these genes. Some of these methods also
use clustering techniques to further extend the orthology predictions to more than two species and
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construct clusters of orthologous groups. We will give an insight into the how it works details in
the following sections.

3.3 Limitations of current methods

The caveats of current orthology detection methods are mainly triggered by other evolutionary
events, such as gene losses, or duplications [[17] which are mostly the source of false positive
predictions. As shown in the figure below:
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Figure 3.4: A popular small example of undetectable paralogy. Genes a and b are erroneously
taken for orthologous genes by most orthology inference tools.

In fig. 3.4, we can see a small example of undetectable paralogy where genes a and b are erro-
neously taken for orthologous genes by most orthology inference tools.

To evidence these false predictions, the true evolutionary relationships must be known. Therefore,
to asses the accuracy of new methods for orthology inference is the main topic of this contribution.

In this work, we will present a tool for simulating true evolutionary scenarios. We also present
an applied study case which involves a formalization of the best match heuristic used in graph-
based orthology detection methods. In this application, we also explore the effects of HGTs in the
theoretical graphs involved in the generated evolutionary scenarios.
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Chapter 4

Simulation of Species Trees and Gene Trees

Since Darwin published his work On the origin of the species, evolution has been acknowledged as
a dynamical and complex process involving broad temporal and spatial scales as well as stochastic
events. One important feature about evolution is its highly inhomogeneous rate of change in speci-
ation and extinction events. With these ideas in mind, species trees presented in this section will be
branching processes that mimic the evolution of species through time. This process is considered
within the following framework:

4.1 Stochastic Models of Evolution

Evolution happens within points in time #, where there is a set of species S(¢), which serves as
a representation of the species that exist at this current point in time. Then, we will say that
“evolution” happens when a species s € S(7) chosen by a certain rule, which most of the times is a
probability distribution 7(s,7) on S(¢). We define a speciation as the replacement of a species s by
two species s” and s”:

St+1)=S(t)\ {s}U{s,s"}

Evolution is then represented by a phylogenetic tree T'(¢) on the set S(z) of species. At each time
step ¢ the leaves of T (¢) are the species in S(¢). When a species s undergoes speciation, two new
leaves are attached to the leaf s.

There are several Stochastic Models of evolution:

4.1.1 Yule Model

This model represents the simplest speciation case. The probability of a species to evolve is @,

this means that any species in S(7) has the same probability of speciation and thus it belongs to a
uniform distribution 7(s,1).
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4.1.2 Activity Model

In this model, the set of species S(z) is partitioned into a set of active species S4(7) and a set of
inactive species S;(¢). At each time step, a species s € S4(¢) is drawn uniformly. When speciation
takes place, the two new species s” and s” independently enter either to the active set Sq(z + 1) with
probability p or to the inactive set S;(f 4 1) with probability p — 1. If the set of active species is
empty, then a species is drawn from the set of inactive species S;(¢) and the resulting s” and s” enter
the set of active species.

4.1.3 Birth-Death Process

This process was formalized by Kendall in 1948 [[18]]. It emerged as a problem of population growth
where they represented the expected birth and death rates per head of population per unit of time. It
starts with an initial species. A species gives birth to a new species after exponential waiting time,
which is represented by rate A and dies at an exponential waiting time, rate y. There are several
variants of this model:

e When u = 0 we get the Yule Model.
e When p = A this is called Critical Branching Process [19].

e When the process is conditioned to have n extant species it is called Conditioned Birth
Death Process [19].

4.1.4 The Innovation Model

In this model, proposed in [20], each species s € S(z) represents a finite set of features: s =
{01,02,...,0,}. These features are represented as integer numbers. The set of all extant features
at time ¢ is denoted by [F(¢). Each speciation

S(e+1) =S(t) \ {s}U{s',s"}
can happen as a result of two possible events:

Innovation: this is the addition of a new feature ¢ € N which is not contained in any species at
the time 7. One of the resulting species carries the new feature s’ = sU {¢@} while the other
species has the same features as the ancestral one, s” = s.

Loss: anew species is created by the elimination of a feature. A species is chosen uniformly from
the set S(z) . A feature from s is chosen randomly. The loss event is performed only if a
species s\ {¢} does not exist in S(¢). In this sense, the elimination of ¢ from s actually
generates a new species. In this case, one of the resulting species is the one carrying the loss
s’ = s\ {@} while the other represents the unaltered specie s” = s.

With these events, the resulting shapes of the generated trees are very similar to those found in
databases, as we can see in the following figure:
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Figure 4.1: Tree shapes of a real tree (a) and two stochastic models: the innovation model (b) and
the Yule model(c). Each tree has 161 leaves. Image taken from [20].

Figure 4.1 shows tree phylogenetic trees with 161 leaves. The tree depicted in (a) is from TreeBASE
Matrix ID M2957, which represents the phyologenetic relationships between Rosids (flowers)
based on their mitochondrial matR sequences. The tree in (b) is a tree generated by the innovation
model and the tree in (c) is a tree grown by the Yule Model. A striking feature of the innova-
tion model is that it generates species trees with branching patterns very similar to those found in
phylogenetic databases. For this reason, this is the stochastic model we chose to implement.

4.2 Methods for Generating Evolutionary Scenarios

As we have seen in the last chapter, computational evolutionary biology methods tend to infer past
events from current available data. To validate these inferences different methods have to be tested
via in silico generation of Evolutionary Scenarios, where all relations among the constituent parts
are known. In general, an evolutionary scenario represents the overall context in which studied
traits experience changes that lead to the vast genetic diversity present in extant organisms.

Via in silico generators, we can represent this process at different levels:

1. At population level, simulations generate changes within and across populations. The pro-
duced individuals are shaped by different models that take into account sex, gene recombi-
nation, among other factors.

2. At species level, simulations happen by taking single representatives of each species. In this
methods, evolution is performed at genome or gene level. For the purpose of this contribu-
tion, we will be focusing on the latter..
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Chapter 4. Simulation of Species Trees and Gene Trees

Numerous tools regarding species-level simulations have been implemented. Just to name a few:
Darwin [21], which is a programming language per se intended for the life sciences but it in-
cludes various models for simulating evolution. ALF: Artificial Life Framework [22]] which
is a simulator intended for genome evolution which covers a wide range of evolutionary events.
EvolSimulator [23] which is a simpler software package that combines gene family and sequence
evolution as well as models to simulate Horizontal Gene Transfer events.

Within the framework of these criteria, we will be focusing on species level simulations. A common
practice in this field is to simplify genomes as sets of genes, where genomes containing one gene
are also very frequent. The usual pipeline for simulation tools at this level is:

1. Generation of a root species genome. This is usually generated by the simulator or this can
be a set of protein or nucleotide sequences given by the user. This genome will denote our
initial set of genes, which will undergo evolutionary changes along a designated species tree.

2. Generation of species tree. The species tree is generated by either a stochastic model, a
random sampling from the tree of life or user-defined. An internal vertex is denoted as the
root species.

3. Generation of ancestral sequences. In this step, the generation of ancestral sequences from
the root species genome can be done at different levels:

single nucleotide level : at this level, there are many standardized models [24]] where nu-
cleotide substitution happens, and only a few which also accept insertions and deletions.

gene level : genes, either single or groups of genes can be duplicated or lost.

genome level : this level comprises the most complex of interactions between genes, the
whole genome can be duplicated or chunks can be rearranged.

Since our evolutionary scenario will involve only the true evolutionary history of a single ancestral
gene, it is sufficient to consider this four building blocks [25]]:

1. A true gene tree 7.
2. A true species tree S.

3. A reconciliation map |1, which assigns every internal vertex of 7' to a vertex or edge of S.
For the purposes of this work, the inner vertices of 7" which correspond to speciations must
be mapped to the inner vertices of S.

4. An assignment of an event type to each vertex of 7.

4.3 Sequence Evolution

In the previous sections, we have spoke of genes as abstract entities which can be symbolically rep-
resented as variables in the models aforesaid. Genes are entities that are not yet fully defined in the
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4.3. Sequence Evolution

biological literature. What we know is that they are hereditary units that are made from sequences
of nucleotides, and that these sequences change through time. These changes are the main forces
that drive evolution and are vastly responsible for the current biological diversity. Experimentally,
the simplest difference between two nucleotide sequences is a nucleotide substitution. For this
reason, as seen in [24], we can define the distance between two sequences as an expected number
of nucleotide substitutions per site. Substitutions at any particular site are described by a Markov
chain where the four nucleotides (A,C,G,T) are the states of the chain.

4.3.1 Models of Nucleic Acid Evolution

These models use the Markovian property which is ubiquitously phrased as: “given the present, the
future does not depend on the past” which means that the probability with which the Markov chain
jumps into other states depends solely on the current state.

Another thing we have to consider while using Markov Chains to model nucleic acid evolution is
when ¢ — oo, The probability that the chain is in state j when t — oo is represented by 7;, and the
distribution (74, ¢, TG, ) is known as the limiting distribution. When the states of the chain
reach this distribution, they will remain in that distribution. For this reason, this distribution is also
known as steady state distribution or stationary distribution.

JC69 K80 HKYS5

RIS
’..o“.‘o
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T }” . ”\ *
—> — .
O—0 00— 0O0—0@

Figure 4.2: Relative Substitution Rates between nucleotides in 3 different Markov Chain Models. Jukes
- Cantor Model (JC69), Kimura (K80) and Hasegawa (HKY85). Solid arrows indicate higher substitution
rates while dashed arrows indicate lower substitution rates.

JC69: Jukes - Cantor Model. This model assumes that every nucleotide has the same rate of
changing into any other nucleotide. In figure 4.2 this is depicted as solid thin arrows be-
tween the possible states.

K80: Kimura 1980. In molecular biology, substitutions between (T <+ C) or (A <> G) are called
transitions while substitutions of the form (T,C, <+ A,G) are called transversions. Kimura
used the fact that in experimental data, transitions are present at higher rates than transver-
sions to propose this model. In 4.2, solid arrows represent transitions while dashed arrows
represent transversions. This model takes two parameters: a rate for transitions and a rate for
transversions.
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Hasegawa et.al. 1984, 1985. In this model, we will find that transitions of the form (T <+ C) have
a greater substitution rate than any other substitution. Besides this, in this model the steady
state distribution of the nucleotides is also different, with a greater prevalence of T and C
over A and G.

GTR: The general time-reversible model. A Markov chain is time reversible if and only if:
Tiqij = T;q,; for all i * ],

Which means that the “flow” between any two states in the opposite direction is the same.
All previously presented models fulfil this condition.

Sequence evolution methods also serve as test-beds for distance estimation and thus sequence com-
parison which serve as means of identifying orthologs. In the next chapter, we will overview a
different procedure for identifying orthologs, by using binary relations and graph theory.
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Chapter 5

Graphs and Orthology Inference

Using graph theory as basis to study the orthology relations is already an existing field of research
which has lead to several interesting inference algorithms. In this chapter we will briefly overview
the methods and theory behind current graph based methods for orthology inference and introduce
some new results of the formalization behind the main heuristic used by this approaches.

5.1 Orthology in a Mathematical Context

@ speciation
B duplication

a & b1 by ¢, a 5 ¢, ¢©
A B C A B C

(a) (b)

Figure 5.1: An Evolutionary Scenario (left) where G; represents the Orthology relation ® and G,
all the Paralogous Relations among genes ay,az,by,b>,c1,c2.
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Orthology ® has been widely acknowledged as a symmetric and non transitive relation i.e. if genes
g1 and g, are orthologs and genes g, and g3 are orthologs, then it is not always true that g; and g3
are orthologs. Thus, an orthology relation ® contains all pairs (x,y) of orthologous genes.

Given a valid orthology relation ®, we can obtain an event-labelled gene tree (7',¢) according to
theorem 5 of [26]. The graph that represents ® is Gg(V,E), where V represents genes and E pairs
of genes that are orthologs. If the inner node labelling ¢ of T consisting of duplications and spe-
ciations, fulfils that (x,y) € E(Ge) <= [car(x,y) is a speciation event, then Gg(V, E) is a cograph.

It is worth noticing that empirical estimations of orthology will in general contain erroneous orthol-
ogous pairs, i.e. false positives as well as false negatives. Hence, not for all estimated orthology
relations there is such a tree (7',1).

In an experimental context, it is also very common to hear that genes are 1-to-1, 1-to-many, many-
to-1, many-to-many orthologs. The qualifiers / and many are used to indicate whether each gene
involved in the orthology relation underwent an additional duplication event after their speciation
or not. As an illustration of this classification:

e In fig. 5.1 genes a; and b; are an example of /-to-1 orthologs, since there are no additional
duplication events involved.

e Infig. 5.1 genes a; and ¢ are an example of many to many orthologs, since their 1ca(aj,cy)
is an speciation event, but notice that in the corresponding gene tree there are two preceding
duplication events.

@ speciation
B duplication

Figure 5.2: Subclassification of out-paralogs (a) and in-paralogs (b).
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5.2. A typical graph-based orthology inference method

Let’s now take two different species in the gene tree and their corresponding genes. Analogous to
orthologs, paralogs can be further sub-classified as [23]:

e out-paralogs: consider fig 5.2 (a). Let a; € A and by, b, € B. We say that by, b, are outpar-
alogs relative to ay, if:

lca(by,ay) < lca(by,by) = Ica(lca(by,ay)) or lca(by,ay) < lca(by,by) = Ica(lca(by,ay))
Namely, out-paralogs are genes that diverged before the speciation of A and B.

e in-paralogs: consider fig5.2 (b). Let Let a; € A and c¢1,c; € C. We say that ¢y, c; are in-
paralogs with respect to aj if:

lca(cy,ca) < lca(cr,ar) = lca(cp,ay)

In the same fashion, in-paralogs are genes that diverged by a duplication event after the
speciation of A and C.

5.2 A typical graph-based orthology inference method

Now that we understand the preliminaries of orthology detection, we can now proceed to look at
some examples of graph-based orthology detection methods and tools.These methods consist of
mainly two phases:

5.2.1 Similarity Graph Construction Phase

Evolutionary closeness in these methods is defined as sequence similarity score [27]. The most
commonly used tool to perform this kind of analysis is BLAST: Basic Local Alignment Search
Tool [28]]. This tool compares genes or protein sequences and tests the statistical significance of
each sequence alignment result. Thus, using the idea that orthologs have the most similar se-

quences, finding the corresponding ortholog of a gene is equivalent to finding its genome-wide best
hit.

Since orthology is a symmetric relation, it is required that its genome-wide best hit is reciprocal.
This means that orthology can be inferred for a gene pair (a,b) if and only if a is the genome-wide
best hit of b ans vice versa. This relationship is known as best bidirectional hit (BBH).

Depending on the measurement used to define sequence similarity, the reciprocal best hit takes
many other different names. For instance when using Maximum Likelihood distance estimates, and
we take the significant scoring pair-wise alignment, it translates to reciprocal smallest distance
(RSD) [29].

Hence, by computing any the aforementioned sequence similarity measurements between all the

genes involved in our study, we can now proceed to properly build a similarity graph Gs. The
vertices of Gg represent genes while edges between two genes (a,b) are created only if: aBBHbD
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i.e. their BBH relationship surpasses a statistical threshold or aRSDb i.e. they fulfil a minimum
length of the alignment relative to the length of the two input sequences.

Nevertheless, as it has been shown in [17] that building Gg on its own is not always sufficient for
inferring orthologs. A well-known drawback comes from the existence of /-to-many or many-to-
many orthologs. Since BBH takes only the best hit, when duplications take place in one or both
linages, only part of the true orthology relations is captured. Another limitation are the so-called
differential gene losses, which are losses that happen along two linages. A small example of this
was depicted in fig.3.4.

5.2.2 Clustering Phase

Due to the limitations of the previous phase, most graph-based orthology inference tools cluster
orthologous genes into groups which are called Clusters of Orthologous Groups (COGs). There
are several approaches for doing this:

1. Markov Clustering: this method simulates a random walk along the orthology graph where
edges are weighed according to similarity scores. The Markov Clustering process then gen-
erates probabilities that two genes belong to the same cluster. The graph is partitioned ac-
cording to this probabilities and each partition forms an orthologous group. This process is
used by OrthoMCL [30].

2. Clique identification: this method looks for cliques (fully connected subgraphs), which is
neatly intuitive, but hard to compute since clique finding belongs to the class of NP-complete
problems and no polynomial time algorithm is known.

3. Spectral Clustering: this method uses the second eigenvalue Laplacian matrix of Gg to
determine a bipartition of the vertex set. This process is used by ProteinOrtho and its
extension POFF [31]].

4. Hierarchical Groups: when grouping strategies are less stringent, this leads to orthologous
and paralogous genes residing within the same group. However, it is possible to control what
type of paralogs to include in these groups. This analysis is useful when there is a particular
speciation event of interest[32]. For this reason, hierarchical groups are groups in which
orthologs and in-paralogs are included with respect to a reference speciation. An example of
this, is used by OMA[33]].

It is interesting to note that graph-based methods and tools rely as a common factor, firstly on
defining a measure of evolutionary closeness. The source of their main differences comes in most
cases from the clustering phase of their respective pipelines. These differences also highlight their
main applicability in orthology prediction context [34] which can be : accuracy, higher speed or
whether or not it is applicable in large datasets.

54



5.3. Best Match Graphs

5.3 Best Match Graphs

species a 0
Species : species b L5
Tree species ¢

O

al a2 a3 b2 bl cl

a17a2 a3 bz b1
species a species b species ¢

In this section we will abstract further the notions of species tree and its underlying gene tree

presented in the previous chapter as follows:

e Take the underlying gene tree without losses. We do not care about the internal labels, only
the topology (branching structure) of the tree and the leaf set G which contains the genes of
the underlying gene tree.

e To distinguish each gene, we will assign a colour map to the set of species ¢ : G — S so each
species is represented by a colour.

e We now have a Tree (T, ) with color set S. We will write (L) = s to represent the colour
set of a leaf subset L.

We can now define a best match relation as:

Definition 5.3.1. The leaf y is a best match of the leaf x in 7: x — y if and only if lca(x,y) <
lca(x,y’) for all leaves y’ from the same species as y, i.e. o(y') = o ().

Note that this definition can also be expressed in terms of divergence times as: y is a best match for
x if and only if z(x,y) <(x,y’) for all y’ with o(y') = o(y). For this reason, the best match relation
serves as a generalization of evolutionary closeness.
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lea(x,y")
X
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lea(x,y)
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X y y'

Figure 5.3: A tree T with a colour map ¢ and its associated Best Match Graph G(T, o).

Definition 5.3.2. Given a tree and a colour map o : G — S, the coloured Best Match Graph
(cBMG) G(T,0) is a digraph which has vertex set G and arcs xy € E(G) if x # y and x — y. Each
vertex x € G has the colour o (x).

5.4 Reciprocal Best Matches

As we have seen at the beginning of this chapter, the main heuristic of graph-based orthology
detection tools relies upon reciprocal best matches, which correspond to all bidirectional edges of
a cBMG. We will therefore refer to this symmetric part of a cBMG as coloured Reciprocal Best
Match (c(RBMG).

u \Y W

u v w X

Figure 5.4: A tree with its associated RBMG, dashed arrows represent the non-symmetrical edges
contained in the corresponding BMG.

Recall that orthology relations are associated to cographs, since orthology has a cograph structure.
Nevertheless, cCRBMG are not necessarily cographs. Take as example 5.4. In this example we can
see that there is a P4 path u — v —x — w in the symmetric part.

This issue is furtherly addressed in [3]. In the next chapter, we will use this characterization to
illustrate the utility of our simulation tool.
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Chapter 6

Results

In this section, we present an implementation of a simple stepwise procedure for the generation of
Evolutionary Scenarios which includes the necessary theoretical orthology graphs and its applica-
tion study case regarding the graphs presented in section 5.

6.1 Evolutionary Scenario Generation

As seen in chapter 4, to represent an evolutlonary history, we use the main components of an
Evolutionary Scenario: a true species tree S, a true gene tree 7' and a reconciliation map p. Since,
while dealing with biological data we cannot find the lost genes explicitly, i.e. extant genes are the
only things we can “observe” we will incorporate to this components an observable tree T, which
is a gene tree extracted from 7 in which the losses and vertices of degree 2 are pruned. We will
now review every component in detail.

6.1.1 True Species Tree S

For this part, we undertook the innovation model presented in section 4. Although this stochastic
model is interesting, throughout the literature, there are no reported tools that use this model to
generate species trees. Thus, given a user-defined number of species N, we generate a species tree
S under the innovation model. Recall that in this model, every species s is represented as a set of
features. The branching process is expanded by the generation of novel features and an exhaustive
combination with available ones.

To represent this process we use the following auxiliary sets:

e A(t) := available species for performing feature losses i.e. this set contains all the species
whose loss of a feature ¢ will trigger the generation of a new species.

e [F(r) := set of available features at time ¢.

e S(r) := set of extant species at time ¢.
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Algorithm 1 Species Tree via the Innovation Model

Require: number of desired leaves in species tree N
1: Sett =1,F(0) ={0},S(0) = {{0}}
2: while [S(¢)| < N do
3:  Compute A

4:  if |A| =0 then

5: {Innovation Event}

6: Draw s € S(¢) uniformly

7: Set ¢ = 1+ max (F(t)U{0})
8: Set S(t+1)=S(@t)+{sU{op}}
9: Set F(t+1)=F(t)U{op}

10: t=t+1

11:  else

12:

13: Draw s € S(¢) uniformly

14: Draw ¢ € s uniformly

15: if s\ {o} ¢ S(r) then

16: {Loss Event}

17: S(t+1)=S(r)U{s\{o}}
18: F(t+1) =F()

19: t=t+1

Figure 6.1: An example of a species tree growing via the innovation model. Fy represents the set
of features of each species. Species A diverges into B = {0} and C = {0, 1} by the generation new feature
¢ = 1. On the other hand, species C diverges into D = {0, 1} and E = {1} by the dissapearance of a feature
¢ =0.
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6.1.2 Branch Length Assignation

Since we regard S as an ultrametric tree, i.e. its branch lengths are interpreted as real time, we
assign S an Evolutionary Time Normalization. This is, every edge in the Species Tree must have
a branch length associated with it that represents a time scale. This is done as follows:

For every edge e = (u,v) where u is the immediate ancestor of v in the species tree there is a branch
length function @ such that:

ﬁ ecP
w(e) = 1=y I(n) - ©.1)
M P\ J+1  otherwise

where:
e p is the root of the species tree
e pis the path from v to a leaf h
e S is the leaf set of the species tree
e /g is the closest leaf to v
With this function it is easy to see that there are two types of edges:

e An edge (u,v) that belongs to a longest path P. In that case, its branch length is inversely
proportional to the length of P.

e An edge (u,v) which is not contained in a longest path P. In this case we need to take into
consideration the sum of the branch lengths in the path from the root of the species tree to
the vertex u and the number of edges in the path to the closest leaf.

An example of this method of branch length assignation is depicted in fig. 6.2.

6.1.3 Gene Tree Generation

Previous to the creation of the Gene Tree, as in [35]], we assign the number of events that must be
generated per edge:

6.1.4 Poisson Vector Creation

Required Input The user must give a probability of Duplication P(D), HGT P(H) and gene loss
P(L). This will represent the probability of that event happening along an edge in the species
tree.

Number of Events For each event e = D,H, L, we draw random samples from a poisson distribu-
tion with A = P(e) x @ (u,v)
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Longest Paths = P

A'H ={ (0’1)’(1’4)’(475)7(577)}
A-G ={(0,1),(1,4),(4,5),(5,8)}

D notinP

D= _1-+

1+0

LE= 1-+
7 1+0
=1
2
® A
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Figure 6.2: An example of branch length assignation using ®
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By top down traversal of S, we generate T, starting from a single lineage, which is represented by
placing a single ancestral gene as the gene of the ancestral root species of S.
Thus, we generate an event-labelled tree where:

e All inner vertices are labelled by the event type: duplication, speciation or HGT.

e Duplications can only happen inside edges of S. Both resulting copies remain in the same
edge than their ancestor.

e HGTs happen along the edges of § as well. From the two resulting vertices of this event,
one descendant travels along the linage it was generated and another one is sent to a different
species that exists at the same time as the donor species. This time is given by the branch
length assignation described in the previous section.

e Loss events are regarded as leaves of 7' which can not be extended in further steps. We use
different labels to distinguish extant genes from losses.

Using this procedure, we get also the reconciliation map u.

T is then created by using the aforementioned rules and the Poisson Vector. Finally 7 is printed as
a newick string which is a standard for the computational representation of trees and is used by
several tools for further processing and visualization of phylogenetic trees. We assign the following
newick notation for vertices that are not extant genes:

(a,b)D : For a duplication happening between genes a,b.
(a,b)S : For a speciation happening between genes a,b.
(a,b)H : For a horizontal gene transfer between genes a,b.

* : For a lost gene.

Leaf labels have the form x.y where x is an integer designating the gene family and y enumerates
the genes within a family. This notation is intended for further updates of this simulation, that
will incorporate the simulation of more than one gene family. In this work, we consider only the
evolutionary history of one gene family.

((1.8,(110,1.9)D)s , ((L11.1.12)§ , ((115,114)H, 1.13)$ H 1L.OH)S 1.2)3;
1.9

1.14

12

Figure 6.3: A true gene tree T" with is corresponding newick string representation.
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6.1.5 Construction of Observable Tree T

For the construction of the Observable Tree, we will take the following notions as basis for this
construction:

(i). We want a phylogenetic tree on G, i.e. the set of extant genes of T, thus, we need to remove
every edge in 7 that leads to a gene loss.

(i1). If we remove these edges, we leave the remaining incident vertex with a degree of 2, an thus,
these vertices will lead to a tree that is not a phylogenetic tree.

Whenever a vertex v fulfils either (i) i.e. it is a leaf labelled as gene loss or (ii) it is the immediate
ancestor of a gene loss, we will label it as 1, otherwise we will label it as 0. For every vertex
v € V(T), we will assign a “provisional root set”: p(v) based on this labelling.

We start by a Post-order traversal of 7', where we have the following cases:
e v = leaf. If its label is = 1, then assign p(v) = 0. Else, p(v) = {v}.

e v = inner vertex. Let x,y be descendants of v. If v’s label is = 1, then assign p(v) =
{p(x),p(y)}. Otherwise, add the edges {(v,p(x)), (v,p(y))}, then assign p(v) = v.

Thus, all added edges in these steps will belong to 7'.

6.1.6 Sequence Generation

As seen in section 4, the simplest difference between two homologous DNA sequences is a base
substitution. By using Pyvolve, we can implement a General Time Reversible (GTR) model of
nucleotide evolution along our generated trees. The general pipeline for using Pyvolve is:

1. Store a gene tree as a newick string with the associated branch lengths.

2. Definition of an evolutionary model for each evolutionary event. Essentially, all events evolve
with the same model (the nucleotide model), the difference lies within the substitution rate
and the chosen equilibrium frequencies.

3. Evolution of sequences according to phylogeny and models. Sequence length is a user-
defined parameter.

4. Sequence post processing: This process results in the sequence generation for the extant
genes.

Since the number of substitutions depends also on the branch length of the gene tree we can define
a model that follows:
@' (D(ap)) > O (Sup) > @ (Higp))

where:
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6.2. True Orthology Graph Generation

@'(D(4p)) ¢ Returns the weight associated to the edges (D,a) and (D, b) i.e. the edges between the

descendants of a duplication-labelled vertex in 7. For the purpose of this contribution, we
set this parameter as @' (D4 )) = 2.

@'(S(ap)) : Returns the weight associated to the edges (S,a) and (S,b) i.e. the edges between the
descendants of a speciation-labelled vertex in 7. For the purpose of this contribution, we set
this parameter as ®'(S(,;)) = 1.

@'(H,p)) ‘Returns the weight associated to the edges (H,a) and (H,b) i.e. the edges between the

descendants of a HGT-labelled vertex in 7. For the purpose of this contribution, we set this
parameter as ®'(H(, ) = 0.5.

Following the theory described in sections 3 and 4, we want duplications to generate a bigger
number of substitutions, followed by speciations and lastly HGTs. Considering only branch length
though, all events would evolve using the same default evolutionary Pyvolve model (the nucleotide
model). To better complement our branch-length model, we define a Pyvolve evolutionary model
for each event type as:

Speciations For this we define a JukesCantor model, with limiting distribution m4 = ¢ = 76 =
7y = 0.25 and transition probabilities P(A - C) = P(A - G)=P(A—>T)=P(C - G) =
P(C—T)=P(G—T)=0.5.

Duplications In this model we define a model with limiting distribution 4 = 7c = g =nr = 1.5
and transition probabilities P(A — C) = 0.5,P(A — G) = 0.25,P(A - T) = 1.23,P(C —
G)=0.55P(C—T)=122,P(G—T)=047.

HGTs In this model we define a model with limiting distribution 74y = ¢ = 76 = 7y = 1.5 and
transition probabilities P(A — C) =0.5,P(A - G) = 0.25,P(A - T) =1.23,P(C — G) =
0.55,P(C—T)=122,P(G—T)=047.

All generated sequences are outputted as .phy files (the PHYLIP standard for multiple sequence
alignment [36]) and can be also generated as a python dictionary where the keys are the extant
gene identifier and the value its corresponding sequence for further post-processing.

6.2 True Orthology Graph Generation

The graph that represents the Orthology relation Gg is build recursively from the True Gene Tree
T:

1. For each v € T we assign a graph G(v) in the following way:

e if vis an extant gene, then G = K; with V(K;) = {v}.
e if vis aloss, then G = @ (an empty graph).

e if v is an inner vertex then G(v) = join + of all the children of v if v is labelled as an
speciation, otherwise G(v) = disjoint union @ of all the children of v.
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Chapter 6. Results

2. The graph assigned to the root of 7 will be the graph that represents the orthology relation of
the scenario.

To ensure that the our join operation between two graphs G; and G, follows the definition of
Ica-orthologous presented in chapter 3, the edge set of G| + G, will be E(G) UE(Gy) U{uv|u €
V(Gi),v € V(Gy) and o (u) # o(v)}. Also, it is important to note that since G+0 =G0 = G,
there is no contribution of the losses to Gg.

G®)= g+s, : :

G(9)= g+ Q Cg)?)

G(M=c®dc® §F ¢

g O g9
&3
84 85
g g,
G(®)= G®+G®
g 8 83 g & o %
€3

Figure 6.4: True Orthology Graph Construction example. Only graphs assigned to inner vertices are
shown. In the r.h.s. we show the recursive construction of the true orthology graph. The graph assigned to
vertex E represents the true orthology graph of this scenario.

6.3 Best Match Generation

Using the Observable Gene Tree T with leaf set G we propose a simple algorithm for the generation
of a n-coloured BMG by following definition 5.3.1:

First as an auxiliary variable, for every vertex in 7" we define a collection of 7 sets called L. defined
for every vertex v € V(T') which corresponds to the leaves of each colour 1,2,...,n respectively
that “hang” from the subtree rooted at v : 7{,). We first initialize the sets corresponding to L as
empty sets. By traversing 7 in Post-order, we face the following options:
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6.3. Best Match Generation

e If v = leaf, then add v to the corresponding colour set 6(v) in L. Notice that in this step, the
set of leaves that are from colour # ¢ (v) will remain as empty sets.

e If v = inner vertex, then, assign to L(v) the union of their descendant’s colour sets.

1 Colour Sets

@=(BF H} ®={FH)
1@1 0=(AG 3@4 @=(G}
0={C.D,E} ©={D,E}

o-(8) o-F
2@l 0=(4) 4@ o- )
o={C} o={D.E}

2 ®=(B}
@={A}
@={C)

(a)

(b) &= }}

@={D,E

A B C

Figure 6.5: Best Match Graph construction example. The precomputed colour sets of every inner
vertex in T are shown in the upper r.h.s. In (a) to assign the best matches of vertex A we look at the
colour sets of 2 and add the edges (A,B) and (A,C). In (b) to assign the best matches of vertex F
by looking at the colour set of 4 we assign the edges (F,D) and (F,E). Since we miss one colour,
it is necessary to “ascend” to vertex 3 and add the missing colour best matches. In this case (F,G)

With these precomputed variables, we can now proceed to the generation of the n-cBMG by using
Algorithm 2, where:

a_colour list of available colours removing the colour of 1eaf. This will retrieve the vertex’s best
matches.

parent_colour_set Non empty colour sets compatible with available colours (a_colours) i.e.
colour sets which are not o (leaf).

As shown in [5], this algorithm runs in O(|G|?) time using a single post-order traversal of 7. The
Reciprocal Best Match is then computed by taking the symmetrical part of each BMG. This step is
also bounded by O(|G|?).
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Algorithm 2 Obtain n-cBMG

Require: Species Tree S ,Observable Gene Tree T
1: For every vertex v in T, compute [
2: BMG < DiGraph()
3: BMG.vertices < Coloured leaves of T
4: for each leaf / in BMG.vertices do

5 current < leaf
6: acolour « {s|s€ o(Ty)\o(l)}
7. while a_colour do
8: current <— current.parent ()
9: parent_colour_set <— Non empty colour sets of parent
10: if parent_colour_set then
11: for each colour ¢ € parent_colour_set do
12: for each vertex n € colour do
13: BMG.add_edge (/,n)
14: a_colour.remove (¢)

6.4 Execution Time

The time performance of this simulation environment , without the sequence generation part, was
evaluated using different event parameters:

e Since duplication-loss scenarios are of particular interest in this field, a test regarding P(D) =
P(L)=0.75and P(H) = 0.0

e Scenarios containing all possible events where then tested using different event probabilities:

1. P(D) =P(L) = P(H) =0.25
2. P(D) = P(L) = P(H) = 0.50
3. P(D)=P(L)=P(H)=0.75

Each of these parameter sets was evaluated for 100 scenarios where the true species tree S had 25
leaves. Time measurements comprise from the generation of the evolutionary scenario, their true
orthology graph to the creation of the best match graph and the reciprocal best match graph. These
results are summarized in fig. 6.6.

As expected, our stepwise procedure time performance behaves non-linearly with the increase of
leaves in the species tree. Error bars where plotted every 5th measurement. The associated error,
increases with the number of leaves in the species tree. One downside of our methodology comes
from the fact that the generation of large numbers of HGTs is time-wise expensive, as shown in fig.
6.6. The observed increase in the error bar for HGTs ranging from 40 to 50 on the inferior r.h.s.
panel where P(D) = P(L) = P(H) = 0.75 might be a result of the independent generation of HGT
branches in the true gene tree 7'. Since our method generates events sequentially, HGT events that
happen in already generated lineages have to evolve independently.
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Figure 6.6: Execution time test. The simulation behaves non-linearly as the amount of species tree leaves
and event probabilities increase. Error bars are plotted every fifth measurement.
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6.5 Application: Effects of HGTs in Orthology Estimations

We illustrate the utility of the Evolutionary Scenarios generated by this simulation tool with the
following application.

In the last section we have seen that Reciprocal Best Matches are not necessarily cographs and
provided the graph in 5.4 as counterexample. We will denote this graph with Gy, i.e. any digraph
isomorphic to the 3-coloured digraph with:

e V(Gy) = {u,v,w,x}.

o E(G4) ={(u,v),(wu), (v,w), (w,v), (w;x), (x, w), (e, w), (x,v) }.
o 6(u) = o(x)

In [3], it is shown that in the absence of HGTs, the True Orthology Graph ®(T,5) is a subgraph
of the Reciprocal Best Match é(T, o). Moreover, in [37] it is also shown that the undirected edge
(v,w) of an induced coloured sub-digraph isomorphic to G4 cannot be part of an Orthology Graph.
Using our simulation tool we address the new issue of finding G4 as an induced coloured sub-
digraph of a Best Match Graph G and removing all the (v,w) edges, without loss of generality.

As presented in [S], we propose a simple way of finding this graph based on its degree sequence,
which is the list o = (o}, o7 ) |x € V(G)) of pairs (o, o) where o' is the out-degree and o,
is the in-degree of the vertex x € V(é), since Gy is is uniquely defined by its degree sequence
((2,1),(2,1),(2,3),(2,3)). Also, to examine the colouring, it suffices to check that the two ver-

tices with out-degree 1 have the same colour ¢ (u) = o(x).

Thus, we will remove from the Reciprocal Best Match Graphs the undirected edge (v,w), which is
the one connecting the two vertices with outdegree 3. This edition was performed firstly by mark-
ing this edge in the Reciprocal Best Match Graph G(T, o) and then removing all the marked edges.

We will test the effects of this edition by generating the following graphs and comparing their
corresponding edges in every evolutionary scenario:

The True Orthology Graph O(T, o).

The Best Match Graph G(7T', 0).

The Reciprocal Best Match Graph G(T, ).

e The Corrected P; Graph ép4(T, o). This graph is the result of removing the (v,w) edges in
the induced G, from G(T, ).

By using a wide range of parameters : high Duplications, HGTs and Losses probabilities ranging

from 0.5 to 1, and Species Trees with leaves ranging from 3 to 100 we generated the necessary
Evolutionary Scenarios for these comparisons and computationally explore the effect of HGTs.
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6.5.1 Duplication-Loss Scenarios
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Figure 6.7: True Orthology Graph ® edge comparison against (a) Reciprocal Best Match G(T, o) and (b)
Corrected P Graph G4 (T, o). (c) Reciprocal Best Match G(T', o) comparison against the True Orthology
Graph 0. (d) Corrected P4 Graph ép4(T, o) edge comparison against the True Orthology Graph ©.

For scenarios were there are no HGTs, firstly in fig. 6.7(a) and 6.7(b) we confirm that E(®) C
E(G(T,0)) and therefore also E(®) C E (ép4(T, o)) in the absence of HGTs. Also following our
expectations in fig. 6.7(c), the fraction of edges of the Reciprocal Best Match G(T, o) which is
not contained in the True Orthology Graph @, is small for moderate quantities of duplications and
losses. Moreover in fig. 6.7(d), we can further see that in most cases the Corrected P, Graph
G »4(T,0) is a better approximation to ©.
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Flgure 6.8: (e) Best Match Graph G(T, 0') edge comparison against the Reciprocal Best Match Graph
G(T, o). (f) Reciprocal Best Match Graph G(T, 6) comparison against Corrected P4 Graph Gu(T,0).

When the Reciprocal Best Match é(T, 0) is a correct approximation of the True Orthology Graph
®, the coloured Best Match Graph G(T, o) is dominated by reciprocal edges, as indicated by fig.
6.8(e). This result also shows that the non-reciprocal matches increase much faster than the edges
in fig. 6.7(c). In fig. 6.8(f) we can see that there is a small number of edges that where edited from
the Reciprocal Best Match G(T, o). We summarize these results in the following figure:

05 Duplication-Loss Scenarios (showing outliers)
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Figure 6.9: Boxplot Summary of Duplication-Loss Scenarios. (a) |[E(©) \ E(G(T,0))|/|E(®)|. (b) [E(®)\
E(Gp(T,0))|/IE(®)|. (©) |E(G(T,0))\E(®)|/|E(G(T,0))|. (d) |E(Gps(T.0)\ E(8))|/|E(Gp(T,0))l.
() E(G(T,0))\E(G(T,0))|/|E(G(T,0))|. () |E(G(T,0)) \E(Gys(T,0))|/|E(G(T, 0)).
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6.5.2 Horizontal Gene Transfer Scenarios

From all the resulting simulations with HGT's > 0, we grouped the scenarios by proportion of
HGTs w.r.t. Duplications and Losses. This proportion is expressed as a percentage. For these
scenarios, we used high duplication and loss probabilities > 0.6 and low HGT probabilities < 0.25.
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Figure 6.10: True Orthology Graph © edge comparison against Reciprocal Best Match G(T', &) for scenar-
ios with HGTs (al) between 4% and 8% and (a2) between 16% and 32%. True Orthology Graph ® edge
comparison against Corrected P, Graph ép4(T, o) for scenarios with HGTs (b1) between 4% and 8% and
(b2) between 16% and 32%
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Contrary to our expectations, with HGTs the Reciprocal Best Match é(T7 o) becomes a slightly
better approximation to the True Orthology Graph ® than the Corrected P4 Graph Gp4(T,0) as
shown in fig.6.10.
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Figure 6.11: Reciprocal Best Match G(T, ) edge comparison against the True Orthology Graph @ for
scenarios with HGTs (c1) between 4% and 8% and (c2) between 10 and 50. Corrected Py Graph ép4(T, o)
edge comparison against the True Orthology Graph ® for scenarios with HGTs (d1) between 4% and 8%
and (d2) between 16% and 32%.

Since the removal is performed after all possible P4 middle edges are identified, we might be remov-
ing some true positive edges as well. This can be improved by inverting the sequence of the steps,
1.e. we could remove the middle edge of a P, inmmediately after being identified and then search
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for the next one. This will prevent us from removing more than one edge in a subgraph where only
one edge removal is enough to edit a series of P4’s. With this modification to our method, we would
expect that the Corrected P4 Graph G4(T, o) would be more similar to the True Orthology Graph
6.

On the other hand, as shown in fig.6.11 there is no significant difference between the Reciprocal
Best Match G(7, o) and the Corrected P4 Graph G4 (T, 0).
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Figure 6.12: Best Match Graph G(T, 6) edge comparison against the Reciprocal Best Match Graph G(T', o)
for scenarios with HGTs (el) between 4% and 8% and (e2) between 16% and 32%. Reciprocal Best Match
Graph é(T, o) edge comparison against Corrected Py Graph 6p4(T, o) for scenarios with HGTs (f1) between
4% and 8% and (f2) between 16% and 32%.
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Finally, in fig.6.12(el) and fig.6.12(e2) our results show that there is a predominance of non-
symmetrical edges that grows with the number of duplications and losses as well as with the number
of HGTs. It is interesting to see, that there is an increase in the number of edited edges from the
Reciprocal Best Match G(T, o) as shown in fig.6.12(f1) and fig.6.12(f2).

Horizontal Gene Transfer Scenarios

0.6 0.8
05 0.7
0.6
0.4
0.5
0.3 0.4
0.2 0.3
0.2
0.1
0.1
0.0
— (a) 0.0 — (b)
-0.1 -0.1
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
0.30 0.35
0.25 T 0.30
" 0.20 0.25
2 0.20
T 015 '
o \». 0.15
D 0.10
(o) 0.10
Eoos
: 0.05
0.00 0.00
—e () : —a (d)
-0.05 -0.05
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
0.35 0.5
0.30 04
0.25 03 Do o 90 °
o o, o [+]
0.20 M|Va NIV 8|
o %o
o IR P V 0.2 409
015 1/ V] ¢ o 000c
o ]
0.10 o ot
’ Oc\oc‘"0 %
o
0.05 0.0
oo (e) o o (f)
0.00 -0.1
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
% of HGTs

Figure 6.13: Edge Ratio Average and Error along all scenarios with HGTs from 1% to 35%. (a)
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To further highlight the observed effects of HGTs over the constructed graphs, in fig.6.13 we sum-
marize the obtained scenarios with HGTs > 0. For each percentage of HGTs, we grouped the
corresponding scenarios and display the average ratio. Error bars are plotted every fifth value, i.e.
the error accounts for the average error of every fifth value of HGT percentge.

True Orthology Graph vs Reciprocal Best Match Graph
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Figure 6.14: Exploratory data analysis of (a) |E(®)\ E(G(T,0))|/|E(®)| and (c¢) |E(G(T,0))\
E(O)|/|E(G(T,0))|. The approximated dashed curve corresponds to the function f(x) = ;% with parame-
ters a = 0.519 and b = 0.042.

Finally, in figure 6.14 we explore the possible correlation between (a) |[E(®) \ E(G(T,0))|/|E(®)|
and (c) |[E(G(T,0))\ E(®)|/|E(G(T,0c))| for all generated scenarios with HGT events ranging
from 0% to 32% and visualize the effect of HGTs. We used scipy.optimize function curve_fit
to plot the red approximated dashed curve, which corresponds to:

. ax
 b+x

f(x)

with a = 0.519 and b = 0.042. We see that this shows an increasing non-linear correlation.
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6.6 Technical Details

This procedure was implemented in Python version 3.5 using the following libraries:

e NetworkX version 2.2 [38]], which is a module that is widely used for studying graphs and
networks.

e Pyvolve version 0.8.8 [39]. This module allows us to simulate sequence evolution along
gene trees continuous-time Markov models of sequence evolution.

e Matplotlib version 1.5.3 and Seaborn version 0.9.0. These libraries where used to generate
most of the plots of the applied case section.

Additionally, the level plots where created using R version 3.4.4
This simulation was implemented as separate Python modules and is organized as follows:

Module 1: Species Tree Generation. A species Tree S with a dating map is generated.

Module 2: Event Generation. This module distributes the number of events along the edges of
the species tree. It also defines the time consistency required for HGT events to happen
according to the branch lengths of the Species Tree.

Module 3: True Gene Tree Generator.
Module 4: Observable Gene Tree Generator.

Module 5: Graphs Generator. In this module, the necessary functions to generate the corre-
sponding Orthology Graph, Best Match Graph, Reciprocal Best Match Graph are stored.

Module 6: Sequence Generator.

Module 7: Statistical Analysis Tools.

To ensure an efficient use of space, every graph is stored as an adjacency list representation.

For the computational development of these programs, we used servers provided by the Laboratorio
Nacional de Visualizacién Cientifica (LAVIS) UNAM.
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Discussion

Through this project, we explored the theoretical and experimental possibility of extracting in-
formation regarding the gene and species tree of an evolutionary scenario by just looking at the
relations between genes, with the formalized concept of “closely related genes”. The study of Best
Match Graphs, Reciprocal Best Matches and their relation to the different flavours of homology,
remains as an open question, with promising new interdisciplinary challenges to face.

With this project, we successfully fulfilled our goal of creating a computational tool that will help
in the exploration of new methods for the graph-based inference of orthology relations, particularly
regarding the Best Match heuristic.

The graph generation algorithms presented in this work, though simple, provide a powerful basis
for further benchmarking of orthology. Moreover, by using the NetworkX library any further graph
analysis algorithms can be implemented and added to this pipeline easily.

For this framework, the following enhancements should be considered:

A main drawback of the innovation model used for the species tree generation part is that it does
not include species extinction events. Thus, the inclusion of a model that contemplates this kind of
species event might lead to a more realistic simulation.

In the gene tree generation part, a sequential algorithm was used for the generation of HGT events
along the edges of the species tree. Nevertheless, this method fails to efficiently generate this type
of event. A parallel strategy can be further implemented to generate HGTs more efficiently.

As for the sequence generation part, Pyvolve has not included (yet) the possibility of generating
nucleotide insertions and deletions, which are a more realistic representation of sequences, and thus
it limits the application of our sequence generation pipeline to its application on testing algorithms
where sequence length remains equal for all generated genes.

Although the generated scenarios fulfil our theoretical framework, we must note that in the gener-
ated scenarios for our applied study case, smaller number of events are generated more frequently,
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which follow a distribution according to the Poisson Distribution with A = 1, regardless of the
number of leaves of the species tree, as shown in the following figures:

HGTs Events Distribution
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Figure 7.1: HGT events distribution along simulated scenarios with species trees ranging between
3 and 10 species. Branch lengths where multiplied by 1, 5 and 10.

Duplication Events Distribution
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Figure 7.2: Duplication event distribution along simulated scenarios with species trees ranging
between 3 and 10. Branch lengths where multiplied by 1, 5 and 10.
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Loss Events Distribution
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Figure 7.3: Loss events distribution along simulated scenarios with species trees ranging between
3 and 10 species. Branch lengths where multiplied by 1, 5 and 10.

These results could be improved either by multiplying the branch lengths associated to the species
tree by a scalar to get higher number of events the implementation of another model for the event
assignation of events, such a Gillespie algorithm, which was originally intended for Numerically
Simulating the Evolution of Chemical reactions through time. Here our single ancestral gene (“par-
ticle” in the Guillespie Algorithm) would evolve. Each event could represent a reaction channel,
and with this we would also ensure an exactly dated set of events.
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Chapter 8

Concluding Remarks

The aim of this dissertation has been to provide a controlled environment to explore the evolu-
tionary relationships from a graph-based point of view. Graph-based inference of orthology is a
promising field that will certainly bring new theoretical basis to aid in the experimental inference
of the different flavours of homology.

As we have seen, even though Reciprocal Best Matches are the main basis for graph-based or-
thology inference methods, their theoretical basis remained unexplored until very recently with the
mathematical characterization of Best Match Graphs. This work has been a first approach to a
further exploration of the role of Best Match Graphs in an evolutionary context.

Nevertheless, there is still much to learn about Best Match Graphs and Reciprocal Best Match

Graphs in an experimental context, with conditions more akin to what we can find in the biological
reality.

81






Chapter 9

Future Work

Besides the usual maintenance, library updates and the inclusion of new models with this stepwise
procedure to simulate evolutionary scenarios, the following problems remain as direct follow-ups
of the Best Match Graphs project and potential applied study cases for this contribution:

9.1 Best Match Graphs as an ILP Problem

An Integer Linear Programming Model or Integer Optimization Model (ILP-model) is a linear pro-
gramming model where the values of the decision variables are restricted to be integers. The reason
of investigating integer models is that many practical problems require integer solutions. On the
other hand, solving practical integer models is usually very complicated and the solution methods
require in general excesive high calculation times.

The most widely used solution technique for ILP is the so-called Branch-and-Bound Method: a
solution procedure that creates a ’tree” of (noninteger) LP models whose solutions ”grow” to an
optimal integer solution of the initial model.

Some important concepts regarding ILPs are:

e Decision Variables Real decision variables, denoted by x1,x3, - - - x,, where n is a finite positive
integer.

e Objective Function cix| + - + scpX, is a linear function in the n decision variables with
c1,- - ,cp real numbers called objective coefficients. Depending on whether the objective
function has to be maximized or minimized the objective of the model is written as:

max(c1xy + - -+ 4 scpXy) 9.1)

or
min(cixy + - -+ scpxy) (9.2)

e Constraints of an LP model is either a <, > or an = expression of the form:

anxi+ -+ anx,(<,>,=)b; (9.3)
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where (<, >, =) means that either the sign <,> or = holds. The entry g; ; 18 the coefficient of
the j-th decision variable x; in the i-th constraint. Let m be the number of constraints. All the
(left-hand sides of the ) constraints are linear in x1,x»,---x,. Fori € 1,--- mandi€1,--- ,n
the entries a;;,b; and c; are real numbers and are called parameters of the model.

e The nonnegativities which is an inequality of the form:

xi 2> 0; 9.4)

e The nonpositivities which is an inequality of the form:

xi < 0; 9.5)

The constraints, nonnegativities and nonpositivities are called the restrictions of the model.

e The set of vectors satisfying all restrictions of the problem are called feasible region.

A two coloured Best Match Graph, as seen in [3]] can be characterized in terms of:
e Necessary Conditions (NO-N1). As seen in theorem 3 of [3]].
e Informative triples, which come from the Induced Subgraphs X1, X5, X3, Xy theorem 5 of [3].

With this,the goal of this project will be to establish an appropriate ILP model using each identifi-
cation method, such that we can minimize the symmetric difference between a coloured Digraph Y
and Best Match graph G, i.e. an ILP whose objective function is:

Y (Gxy(1 —Yyy) + (1 = Gyy)Yyy) — min (9.6)
xy

Where:
1 if (x,y) € E(G)
ny = .
0 otherwise

1 if (x,y) € E(Y)
Yx == .
0 otherwise

And validate the obtained model with the stepwise procedure presented in this work.

9.2 Inference of Best Matches from Sequence Data

The connection between Best Match Graphs and Orthology relations is not direct. One step towards
this connection is to translate the definition of Best Matches in terms of divergence times (the
sequence version of evolutionary relatedness.)

In this project, we ask to what extent an additive distance d can be used to infer the best match
relation — by comparing algorithms and methods to infer best matches from generated sequence
data versus the actual best matches.
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