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Abstract

Massive and young stars in the center of highly populated clusters can suffer very close dy-
namic encounters that can lead to very energetic and explosive events. Nevertheless, there
is very little clear evidence of such phenomena. Orion BN/KL is a near and very interesting
star forming region that shows a wide and enigmatic outflow that is assumed to be produced
by an explosive event triggered by the close encounter of several forming stars. It is also one
of the most chemically diverse regions.

Orion BN/KL is the nearest star forming region which allow us to determine its character-
istics comparing the observation with theoretical models. However, the age, energy and the
mechanism that produces this kind of outflows are not completely understood, since the mod-
els are barely including the complexity of the region. To describe the dynamics of the object
numerical simulations are needed. The simulations should include hydrodynamics and chem-
ical network solvers to reproduce, in abundance and spatially, the chemical species observed.
Moreover, the simulations of a massive star forming cloud that suffers a non-hierarchical decay
could lead to a better understanding of the constraints in the ejection mechanism, probing
that a powerful and extended outflow, such as that observed in Orion, can be produced.

In this work we analyze, mainly three physical aspects of Orion BN/KL: The age of the
“explosive” event, the physical conditions of the clumps at the time of their ejection, and the
molecular CO distribution. To do that, we study the dynamics of the extended outflow driven
by a filamentary structure known as the Orion Fingers and the chemical species distribution,
specially the CO distribution, emission and velocities. For the first part we propose a new
analytic model based on the mass loss of a high velocity clump moving in the interstellar
medium. This model was compared with numerical simulations that include a molecular
cooling. This model can be used in different astrophysical scenarios to constrain the dynam-
ics of jets and outflows. Also, we have created and implemented kymia, a new chemical
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network solver, that uses the local physical conditions in the creation and destruction of a
selected chemical reactions network, coupling the results to a hydrodynamical solver. This
code has been compared with zero-dimensional solvers and laboratory results. Finally the CO
outflow is explained as a consequence of the motion of the high velocity clumps, that excite
the molecular material that is perturbed by the transverse shock wave.

We have reconciliated the age of the H2 outflow, assuming a deceleration effect of the
ejected clumps, and the CO outflow, with a very characteristic “Hubble” law, as the product
of a single event that was produced by the ejection of dense clumps impulsed by the close
interaction of protostellar objects in a young cluster.



Chapter 1

Orion BN/KL

The Orion Complex is formed by numerous objects as the Great Orion Nebula M42, De
Mairan Nebula M43, and the Horsehead Nebula in IC 434. The big scale maps of the Orion
Complex, particularly in the 12CO transition J=1→0 at 2.6 mm (Tucker et al., 1974), reveal
a very extended molecular emission produced by two molecular complexes. The northern
molecular complex is a region associated to the dark cloud L1630 that extends about four
degrees in direction north-south from the Horsehead Nebula, NGC 2023 and NGC 2024 (Orion
B) to the nebulae NGC 2068 and NGC 2071. The southern molecular complex corresponds
to the dark clouds L1640, L1641 and L1647 (Kutner et al. 1977) and it extends to about six
degrees to the south of the Orion Nebula (NGC 1076, Orion A). This complex is elongated,
parallel to the Galactic Plane and it is subdivided in three regions of neutral material: OMC1,
which is the molecular cloud associated to the HII region M42; OMC2, that is related to the
HII region M43, and OMC3, located 16′ at the north of OMC2.

The Orion region is the closest star forming region at 414 pc (Mentel et al., 2007) making
possible to perform several pioneering observations between the 60’s and the 70’s. A more
recent distance determination locates Orion at 388 pc (Kounken et al., 2017). In fact, during
these decades, Becklin & Neugebauer (1967) and Kleinmann & Low (1967) discovered the
first protostar candidates in observations in the 1.5 and 22 μm wavelengths. Inside OMC1
is the star forming region Orion Becklin-Neugebauer/Kleinmann-Low region (Orion BN/KL,
Becklin et al., 1967, Kleinmann et al. 1967). Orion BN/KL shows an enigmatic outflow that
is poorly colimated and it could be produced by the rupture of a forming star cluster. Orion
BN/KL belongs to a totally new family of molecular outflows and is not related with the
classic bipolar jets produced in the star forming processes (Zapata et al., 2017).
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6 CHAPTER 1. ORION BN/KL

Figure 1.1: Orion BN/KL region. The left panel shows H2 emission in yellow and [Fe II]
emission in blue. The extended outflow and the Orion fingers are very well defined. In the
right panel, in the same scale, the cross represent the posible origin of the interaction of
the objects BN, n and source I. The lengths of the red-solid vectors are proportional to the
motions of these objects (Bally et al., 2015)

Despite being a small region inside the OMC1 in the Orion Nebula, Orion BN/KL has a
diameter of 2′. It is located at 1′ to the northwest of the Trapezium cluster and its location
coincides with the center of OMC1, the molecular cloud associated to the H2 region M42.
It has a size such that many observations in the past had an angular resolution similar to
the entire region. Even when almost all protostellar outflows seem to be impulsed by jets
and colimated winds (Reipurth et al., 2001), Orion BN/KL shows the distribution of a very
wide outflow. Near infrared images reveal hundreds of individual shocks in [Fe II] and H2

that have almost any direction (Kaifu et al., 2000). The high excitation species, like 1.64 μm
[Fe II], are tracers of the shock fronts and are called "bullets", and the filamentary structure
traced by the H2 emission define the so called "fingers", as in Figure 1.1. Since their discovery
by Taylor (1984), the Orion Fingers had been mapped by several authors in H2/IR emission.
Until recently, the origin of the outflow has been more discussed than the origin of the fingers.
In the recent past, many authors have analyzed several characteristics of the fingers.
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Figure 1.2: Proper motions of objects BN, n and source I. The closest encounter of these
objects was produced 544 yr ago. (Rodriguez et al., 2011)

The H2 emission, even when it is not colimated, can be considered bipolar, with its axis in
the southeast-northwest direction (redshifted-blueshifted). It contains around 8 M� of accel-
erated gas with a median velocity of 20 km s−1. The momentum and kinetic energy of these
outflows is at least 160 M� km s−1 and between 4× 1046 and 4× 1047 erg (Snell et al., 1984
and Kwan & Scoville 1976, respectively).

The OMC1 center shows many infrared sources inside Orion BN/KL. From numerous ob-
servations (Reike et al., 1973, Downes et al. 1981, Gezari et al. 1998) with high angular
resolution there have been detected several sources, such as sources n, IRc1, IRc2 and source
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I. The source n, discovered by Lonsdale et al. (1982), is located just at the center of the H2O
maser studied by Genzel et al. (1981), 3′′ away from IRc2 (Robberto et al. 2005). There
is an extended emission detected perpendicular to the principal axis of the source at 8 and
11.7 μm. Shuping et al. (2004) suggested that source n is at the center of a bipolar cavity
created by the same outflow as masers observed in this region. Besides that, the presence of
a compact H II region suggests that source n is an early type star with a luminosity around
2000 L� (Greenhill, es al., 2004), which corresponds to a B type star.

The source IRc1, also known as the BN object was discovered by Becklin & Neugebauer
(1967). It is the most brilliant source in the region at less than 20 μm wavelengths (Scoville
et al., 1983). They thought that BN was a protostar, but recent interpretations associate it
to a type B star deeply embedded in the maternal cloud. Also, highly reddened hydrogen
recombination lines emission (Grasdalen et al., 1976, Joyce et al. 1978) indicates that the BN
object is associated with a compact HII region.

Orion Source I is a young stellar object (YSO) candidate, and is probably a binary system
(5 − 7M�: Plambeck & Wright 2016; 15 M�: Ginsburg et al. 2018). Source I has been
proposed as the origin of the outflow observed in the Orion BN/KL region (Wright et al.,
1996, Greenhill et al. 1998, Bally & Zinnecker, 2005) but the real origin is still at debate.
Rodriguez et al. (2005) proposed that sources I, BN and n had a very close encounter almost
500 years ago, which resulted in the ejection of the interacting sources and the formation of
a binary system in source I. Based on a study of the proper motions at 8.4 GHz, Gómez et
al. (2008) proposed that sources I, BN and n, participated in the same dynamic interaction
about 500 years ago and actually, the three sources are moving away from the supposed center
of the interaction, with velocities of 6, 8 and 12 km s−1 respectively for sources I, n and BN.
According to Zapata et al. (2009), the energy released in such encounter could be enough to
power the high velocity outflow in the NW-SE direction. Rodriguez et al. (2017) found that
this encounter was produced 544 years ago (Figure 1.2).

Unfortunately, the effect of this type of interaction is still unknown. Tan (2004, 2008)
proposed an scenario for the interaction of the sources BN and I. A close encounter could
originate accretion by tidal forces and, subsequently, it originates an explosion and pushes
away material of the accretion, forming the high velocity outflow. This excludes the possi-
bility that source I formed a binary system during the 500 years after the interaction with
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BN. Therefore, source I was a binary system before this interaction and then, at the closest
distance of BN and I of about 50 au, the original circumbinary disk of source I was truncated.

On the other hand, Bally et al. (2011) has proposed a qualitative model to explain the
dynamic ejection of massive stars in OMC1. This event started a few thousands years ago
when a massive star system or a massive binary formed the OMC1 core. This model in-
cluded simulations that can account for the distribution of sources I, BN and n, Nevertheless,
those models cannot explain the structure and chemical properties of the high velocity outflow.

Bally et al. (2015) have numerically simulated high density, ncl = 107 cm−3, and high
velocity clumps, with temperature 100 K moving in a low density ambient, na = 103 cm−3,
using code ENZO with an adiabatic equation of state. For simplicity, to generate a material
tail, they considered a static clump and a moving environment with v0 = 250 km s−1 and tem-
perature 20 K. They compared their results with the observed fingers: they reproduced the
structure and transverse velocity of the observed fingers for simulations with times shorter
than 100 years, which was of the order of magnitude of the cooling time. Also, the envi-
ronment density was several orders of magnitude lower than the observed, only H2 emission
was simulated. Therefore, more efforts have to be made to understand the dynamics of fingers.

Also, the chemistry in Orion BN/KL has a very high molecular diversity. After Sgr B2,
Orion BN/KL is the most molecular diverse region and also, is the only known source with a
detectable abundance of molecular oxygen (Goldsmith et al., 2011). Allen (1993) reported a
non-colimated outflow in the arcminute-scale traced by CO and NH3 molecules with emission
lines wider than 100 km s−1. Feng et al. (2015) spatially resolved the abundance variations
in Orion KL for 20 species, including 11 complex organic molecules (COM), and found a
difference between the molecular contents in the core and in the post-shock regions.

This region also has an extended CO outflow which was first detected in single-dish obser-
vations by Kwan & Scoville (1976). In more recent interferometric observations, this outflow
has been resolved into a system of CO “streamers” (Zapata et al. 2009, Bally et al. 2017,
Zapata et al., 2017). The CO streamers show a more isotropic direction distribution than the
H2 fingers. They found a dynamical age of about 500 yr for the extended CO outflow. They
also mentioned its impulsive nature, and the different structure with respect to the bipolar
jets impulsed by accretion disks and that it is originated from a few arcseconds away from
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Figure 1.3: The H2 fingers are presented in the left panel. The red lines represent the length
of each finger. The CO streamers emission, in the right panel, is shorter and more isotropic
than the H2 fingers

the point of the closest interaction of sources BN, n and I.

Many of the CO streamers partially coincide with the H2 fingers, as shown in Figure 1.3,
but they do not reach out to the position of the optical “bullets” at the tip of the fingers.
Typically, the CO streamers emission fades away at 0.3 → 0.7 times the length of the corre-
sponding H2 fingers. The CO streamers are barely resolved with the ALMA interferometer,
with widths of 400 → 800 au (Bally et al. 2017). Therefore, the CO streams are shorter
and narrower than the H2 fingers by factors of ∼ 2. As some of the fingers and streamers
are spatially coincident and have different widths, it can be argued that the CO emission is
produced inside the H2 fingers.

Then, in this work, the possibility of a common origin for the fingers and the streamers
in a single event is explored, under the assumption that those filamentary structures are the
result of the interaction of clumps injected into the interstellar medium produced by the close
interaction of the protostellar objects BN, n and I.
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1.1 Main goals

To explain the structure, dynamics, physical and chemical abundance conditions
of the outflow observed in Orion BN/KL

1.1.1 Particular goals

• Analyze the dynamics of a dense and high velocity clumps. The motion of
a dense clump has been previously analyzed, but numerical simulations have not im-
plemented cooling mechanisms. We are going to improve the numerical and theoretic
description of high velocity clumps, such as the ones that could have originated the
Orion fingers.

• Explain the deceleration of the H2 fingers, in order to justify the assumption
of an origin in a single ejection event The available observational constraints of
the Orion BN/KL region will be applied in an improved dynamical model. The ejection
conditions for clumps that formed the Orion fingers will be discussed.

• Implement a chemical network solver in hydrodynamical simulations

To reproduce the observed CO streamers, we have to develop a chemical network solver
that can be implemented in hydrodynamical simulations. It has to include an algorithm
to select reactions of a database and solve the differential equations of a reactive flow.

• Reproduce the observed characteristics of the CO streamers using numerical
simulations

We assume that the CO streamers are formed by the same clumps that form the H2 fin-
gers. To probe this, we use our numerical code to estimate the CO abundance conditions
that can explain observations.

Modelling Restrictions

The observational constraints are,

H2 fingers

• number ∼ 200 (Bally et al., 2011),

• lengths 104 − 105 au (Lee & Burton, 2000, Bally et al. 2011),
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• widths ∼ 3000 au (Bally et al, 2015),

• proper motions ∼ 300 km s−1 (Cunningham, 2006),

• H2 heads and wakes, also bullets in [Fe II], [O I]

• dynamical ages ∼ 500− 4500 yr (Cunningham, 2006),

• almost isotropic distribution (Zapata et al, 2017),

• same injection point that ejected BN, I and n runaway proto-stars (Rodriguez et al.,
2017),

• total energy ∼ 1047 − 1048 erg (Snell et al., 1984 and Kwan & Scoville 1976),

• total mass ∼ 8 M� (Snell et al., 1984).

CO streamers

• number ∼ 50 (Zapata et al. 2009),

• lengths ∼ 0.3− 1 times H2 length (Zapata et al. 2009, Bally et al. 2017),

• widths ∼ 400 au (Zapata et al., 2009),

• radial velocities ∼ 150 km s−1, with “Hubble law” acceleration (Zapata et al. 2009),

• H2 fingers related to CO streamers (Zapata et al., 2017),

Our main results are presented in four chapters:

1. The motion of a losing mass plasmon. Published in The Astrophysical Journal,
Volume 874, Issue 1, article id. 38, 9 pp. (2019).
Authors: Pedro Ruben Rivera-Ortiz, Ary Rodríguez-González, Liliana Hernádez-
Martínez, Jorge Cantó

In this chapter we analyze the interaction of a high velocity clump with the static ambi-
ent gas using the plasmon model. This model considers a pressure balance between the
ram pressure and the internal clump pressure which creates a density stratification in the
moving material. Here, we also discuss the mass-loss rate and define two friction terms
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α and λ. The values of the friction terms are determined through radiative numerical
simulations. Our model can reproduce the position, velocity and mass evolution of a
high velocity clump as a function of the ejection velocity and the clump and ambient
gas densities.

2. The ejection conditions of the Orion fingers. To be send to Monthly Notices of
the Royal Astronomical Society in June 2019.
Authors: Pedro Ruben Rivera-Ortiz, Ary Rodríguez-González, Liliana Hernádez-
Martínez, Jorge Cantó, Luis Zapata

Orion BN/KL, as mentioned above, is an example of our poor understanding of the
mechanism of the close interaction of protostellar objects that produces and destroys
a forming stellar cluster. The filamentary structure, the diversity of molecules, the
energy involved, the mass of the region suggest that a single event feedbacks the local
interstellar medium. This effect could be quantified if there would be information of the
frequency and duration of such an event. Using the Orion fingers as a timescale there
is a contradiction with the idea of a single event, since each one has an age between 500
and 4000 years. To explain this discrepancy we have used the dynamical model of the
losing mass plasmon to find the ejection conditions of a clump. This leads to constrain
the initial size, mass and velocity of the Orion fingers.

3. kimya, a code for solving chemical reaction networks in astrophysics. Pub-
lished in Revista Mexicana de Astronomía y Astrofísica Vol. 54, pp. 409-422 (2018).
Authors: A. Castellanos-Ramírez, A. Rodríguez-González, P. R. Rivera-Ortiz, A. C.
Raga, R. Navarro-González, & A. Esquivel

kimya is a new code to solve a system of differential equations to describe the time
evolution of a chemistry network. In this code we implemented a simple and convergent
numerical method and evaluate its precision. kimya was designed to implement the
solution of a chemical network into multidimensional hydrodynamical simulations. To
test our code we have compared it with previous codes using a dark cloud and, also, with
a model of nitric oxide formation during a lightening discharge, simulated with a laser
pulse. The latter was probed in a single cell simulation and in a 2D hydrodynamical
simulation and the results were compared with a laboratory experiment.

4. Modeling the CO emission of the Orion BN/KL region. To be send to Monthly
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Notices of the Royal Astronomical Society in July 2019. P.R. Rivera-Ortiz, A.
Castellanos-Ramírez,A.C. Raga, R. Navarro-González, L. Hernández-Martínez, J. Cantó,
F. Robles-Valdez, A. Esquivel & L. Zapata

In this chapter, we present the results of the implementation of kimya in the hydro-
dynamical solver Walicxe 2D to explain the molecular CO outflow that is associated to
the Orion BN/KL explosive event. We have considered a chemistry network with 14
chemical species, an atomic and molecular cooling function for the gas and cosmic rays
heating. Our simulations explore different parameters, such as the ejection velocities of
H2 clumps, several densities of the interstellar medium and different CO abundances.
Using the density, velocity, temperature and emission coefficient for the CO transition
J=2→1 we have produced CO maps and position-velocity diagrams. Then we have
compared them with observations and found a linear relation between the CO emission
and the velocity of the detected transition, which explains the observed Hubble-type
law observed.

In Chapter 6 concluding remarks and some considerations which lead to the future of this
work are presented. In Appendix D we present the related papers, published and in revision
by the authors.



Chapter 2

The Motion of a Losing Mass Plasmon
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The interaction of a high velocity clump of gas with the interstellar medium has been de-
scribed by the plasmon model, which considers balance between the ram pressure and the inter-
nal stratified structure of the decelerated clump. In this paper we propose an analytical model
to describe the mass loss of such a clump due to the interaction with the environment, describ-
ing its influence on the plasmon dynamics. We carry out comparisons between an analytic
model and axisymetric gasdynamic simulations of plasmon evolution. From our simulations
we were able to find the values of the friction constants α and λ. Comparing the numerical
simulations with the complete analytic model, we can infer the position and the mass loss of
a clump as a function of the clump and the environment densities ratio.

2.1 Introduction

The problem of a molecular cloud interaction with a stellar wind has been long studied in the
past. De Young & Axford (1967, hereafter DA) described the motion of a clump decelerated
by the ram pressure and determined the lifetime of the plasmon. They applied this model to
Cygnus A and concluded that analyzing the dynamics of plasmons one can reduce their free
parameters. It became a very popular model to explain confinement of radio lobes propagating
through the intergalactic medium (Ubachukwu, Okoye & Onuora 1991; Daly, 1994), models

15
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of radio-loud quasars (Daly, 1995) and models of the optical narrow-line regions in Seyfert
galaxies (Taylor, Dyson & Axon 1992; Veilleux, Brent & Bland-Hawthorn, 1993). Cantó et
al., (1998; hereafter C98) rederived the plasmon solution adding the centrifugal pressure to
obtain a modified plasmon profile.

In most cases it is difficult to calculate the real age of an astronomical plasmon since there
is no clear information about deceleration and most of plasmons are isolated so there is not
enough information about the static medium. To solve this problem one has to consider sev-
eral plasmons with noticeable decelerations.

Orion BN/KL is an ideal laboratory to prove the plasmon solution, because has an almost
isotropic outflow that could be produced by the non-hierarchic close dynamic interaction of
a forming multiple-star system (Zapata, 2009). In this region there are more than a hundred
filamentary structures known as fingers that allow one to estimate a dynamical age between
1000 years and 500 years, assuming that there was no deceleration. Nevertheless, there is ob-
servational evidence that the longest fingers detected in H2 emission are losing speed (Bally
et al. 2011). It is a star formation region that due to its distance, at 414 pc, allows us to
determine its characteristics with enough detail. Therefore, we also can study the physics
by making theoretical and numerical models, and using observational constrains. Some of
these models have achieved important results such as the determination of the dynamical age
and the energy of the explosive event. Nevertheless the real age of the event, the mechanism
that generates the observed distribution of the fingers, as well as their ejection velocity in the
presence of a drag force are still in debate.

The effect of a drag force must be included in order to understand the real motion of a
plasmon. Several numerical simulations have shown a deceleration effect greater than the
expected by the ram pressure (Yalinewich & Sari, 2016), but it has not been deeply analyzed
since cooling effects were not included.

The destruction of the original clump was also considered in Raga et al. (1998) in their
study of the interaction of a fast wind impinging a compact spherical cloud. They concluded
that the motion is affected by the detachment of material of the cloud, which results in a
limited application of their model.
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Thus, the assumption that a clump does not decelerate or decelerates according to models
with constant a mass, can lead to the overestimated the age of astrophysical outflows.

In this work, we use the DA solution to propose a mass loss rate for a plasmon and obtained
the plasmon equation of motion. We compare results of this analytic model with numerical
simulations using Orion BN/KL plausible ejection conditions. Analytic (Section § 2.2) and
numerical (Section § 2.3) models of clumps deceleration which account for density ratio and
the mass loss rate are presented. A comparison between the analytic and numerical models
and a prediction for the lifetime of clumps assuming similar conditions to those found in the
Orion BN/KL system are presented in Section § 2.4. Finally, we formulate our conclusions in
Section § 2.5.

2.2 Analytical model

2.2.1 De Young & Axford’s plasmon

DA studied the problem of a clump of gas moving through an uniform environment. They
found a solution (the ’plasmon’ solution) based on the balance between the ram pressure of
the environment and the stratified thermal pressure of the decelerating clump. For a clump
of mass M with an isothermal sound speed c, which moves supersonically with velocity v

through a medium of density ρa, the plasmon adopts a pressure and density stratification
given by

P = P0e
−x/h, ρ = ρ0e

−x/h, (2.1)

where x is the distance from the tip of the cloud where the pressure is P0, and ρ0 = P0/c
2,

where c is the isothermal speed of sound and P0 = ρav
2 is the ram pressure of the ambient

gas with density ρa.

In Eq. (2.1)

h =
c2

a
, (2.2)

is the scaleheight of the pressure distribution, and a is the deceleration of the clump.
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The balance between the internal pressure and the ram pressure the plasmon as,

y = 2h arctan(ex/h − 1)1/2. (2.3)

Then, the mass of the moving clump is,

M =
∫ ∞

0
πρy2dx = ξDA

ρav
2h3

c2
, (2.4)

where ξDA = π
2
(π2 − 4).

2.2.2 Mass loss rate

We propose a mass loss rate per unit area, μ, which depends on the density and the internal
sound speed, c,

μ = λρc, (2.5)

where λ is an unknown parameter expected to be less than one. Behind Eq. (2.5), there is
the assumption that the clump loses mass at a rate per unit area proportional to the local
mass density, ρ, and with a subsonic velocity λc. This hypothesis have been proposed and
tested, for instance, by Kahn (1980), Cantó and Raga (1991) and Raga, Cabrit and Cantó
(1995) in their studies of the turbulent mixing layers produced by the interaction of interstel-
lar outflows. An estimation of λ, in our case, is based in the comparison with our numerical
simulations.

The total mass loss rate is given by the integration of μ over the surface of the plasmon,

Ṁ =
∫ ∞

0
μdA = λξDA

(
8

π + 2

)
ρav

2
0h

2

c
, (2.6)

Dividing Eq. (2.6) by Eq. (2.4) and using Eq. (2.2) we obtain the differential equation,

1

M

dM

dv
=

8λ

(π + 2)c
. (2.7)
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We can use a dimensionless version of Eq. (2.7) with the following definitions,

m = M/M0, u = v/v0, α =
8λv0

(π + 2)c
, (2.8)

where M0 is the initial mass and v0 is the initial velocity of the plasmon. The solution to
Eq. (2.7) then is

m = eα(u−1), (2.9)

which relates the plasmon mass with the plasmon speed.

The equation of motion of the plasmon is,

dv

dt
= −a. (2.10)

Solving Eq. (2.4) for h, Eq. (2.2) for a, and substituing in Eq. (2.10), we find the equation
of motion in a non-dimensional form

du

dτ
= −

(
u2

m

)1/3

, (2.11)

where

τ = t/t0, t0 =
(

M0v0
ξDAρac4

)1/3
. (2.12)

Eq. (2.11), together with Eq. (2.9), has the formal solution,

τ =
∫ 1

u
u−2/3e−

α
3
(1−u)du. (2.13)

The position R of the clump after ejection is found by solving the kinematic equation,

dR

dt
= v. (2.14)
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Defining r = R/(v0t0) and combining it with Eq. (2.14), we find the solution

r =
∫ 1

u
u1/3e−

α
3
(1−u)du. (2.15)

Then Eq. (2.9), Eq. (2.13), and Eq. (2.15) give the mass m, velocity u and position r of
the clump at a time τ after of ejection, as functions of variable u in the interval [0,1].

The clump halts at a finite time τf and finite distance rf with finite mass mf . These limits
are determined by the condition u = 0 in Eq. (2.9), Eq. (2.13) and Eq. (2.15) and are
functions of α only.

We can find useful approximations in the limits α � 1:

τf � 3
(
1− α

4

)
, (2.16)

rf � 3

4

(
1− α

7

)
, (2.17)

which are consistent with the DA solution. Furthermore, for α = 0 in Eq. (2.13) and Eq.
(2.15) we recover the solution of DA.

Also, there are some interesting results concerning the stalling time τf and distance rf that
deserve to be highlighted. First, we must notice that independent of the physical charac-
teristics of the original clump (shape, density structure or internal sound speed), the initial
interaction with the medium through which it moves will modify these characteristics to those
of a plasmon. That is, its shape will be transformed to that given by Eq. (2.3), its pressure
and density stratification given by Eq. (2.1) and so on. This transformation is actually ac-
complished by a reverse shock that moves inside the original clump, changing it into a plasmon.

As we have seen above the structure of the plasmon is highly dependent on its internal
sound speed i.e., on its temperature). Let us assume that the temperature of the newly
formed plasmon is the one left by the reverse shock that moved through it. For simplicity,
let us also assume that this shock is planar and strong. In the Appendix we show that the
corresponding isothermal sound speed is,

c = v0

(
γ − 1

2

)1/2

β, (2.18)
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where β =
√
ρa/ρcl is the square root of the environment and the original clump density ratio.

Using Eq. (2.18) in Eq. (2.8) we find

α =
8λ

π + 2

√
2

γ − 1

(
1

β

)
, (2.19)

which is independent of the velocity v0 and depends only on the ratio β.

Next, let us consider the time tf for the clump to stop. It is given by

tf = t0τf (α), (2.20)

where t0 is defined by Eq. (2.12) as,

t0 =

(
M0v0

ξDAρac4

)1/3

, (2.21)

or

t0 =

[
M0

ξDAρa

(
v0
c

)4
]1/3

1

v0
, (2.22)

and corresponds to the timescale used by DA in their solution to estimate the lifetime of a
plasmon (Eq. (2.27)). t0 can be associated to the lifetime of a plasmon using Eq. (2.20).

As shown in the Appendix (see also Eq. (2.18)) the ratio v0/c is only function of the
density constrast β and independent of the velocity v0. Thus, given the ratio β, the time t0

and therefore the time tf for the clump to stop decreases as the initial velocity of the clump
increases. This is an unexpected result: the time to stop a stripping clump is in inverse
proportion with its initial velocity. Faster clumps stop earlier independent of their size. Now,
let us consider the stopping distance Rf . This is given by,

Rf = v0t0rf (α), (2.23)

From the discussion above, the product v0t0 results independent of v0, and thus Rf .

Then, clumps with the same ratio β stop at the same distance from the injection point,
independent of either their initial velocity or size.
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2.3 Axisymmetric simulations of plasmon evolution

2.3.1 The numerical setup

In order to validate the analytical model, we have computed axisymmetric numerical sim-
ulations with the full radiative gasdynamic equations. We used the Walkimya 2D code
(see Castellanos-Ramírez et al. 2018 and Esquivel et al. (2010)) to perform all numerical
simulations. The code solves the hydrodynamic equations and chemical networks on a two
dimensional Cartesian adaptive mesh, using a second order finite volume method with HLLC
fluxes (Toro et al. 1994).

The adaptative mesh consists of four root blocks of 16×16 cells, with 7 levels of refinement,
yielding a maximum resolution of 4096 × 1024 (axial × radial) cells. The boundary condi-
tions used on the symmetry axis are reflective and the other ones are outflows. The size of
the mesh is large enough so that the choice of outer boundaries does not affect the simulation.

The energy equation includes the cooling function described by Raga & Reipurth (2004) for
atomic gas and for lower temperatures we have included the parametric molecular cooling
function presented in Kosińsky & Hanasz (2007),

Λmol(T ) = L1 · T ε1 + L2 · exp
(
− c∗
(T − T∗)ε2

)
, (2.24)

for T < 5280 K, where, ε1 = 10.73, ε2 = 0.1 , L1 = 4.4 × 10−67 erg cm3 s−1 K−ε1 ,
L2 = 4.89 × 10−25erg cm3 s−1, c∗ = 3.18 Kε2 and T∗ = 1. K. The total radiative energy for
temperatures lower than 5280 K is given by,

Lrad,mol = ngas · nCO ∗ Λmol(T ) (2.25)

where, ngas and nCO are the number densities of the gas and the CO molecule, respectively.

We have also considered the heating of the gas via cosmic rays, using the heating rate
presented in Henney et al. (2009),

Γcrp = 5× 10−28nH erg s−1 (2.26)
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where, nH is the number density of all the hydrogen species.

Figure 2.1: Snapshots from the numerical simulations showing the number density. Each
panel, with 4800× 37500AU, compares two models with initial velocity of 300 (left) and 500
(right) km s−1 at t = 180, 360, 540 and 720 years. Dashed and solid lines present the DA and
our analytic solutions, respectively.
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2.3.2 Numerical models of the plasmon evolution

In order to study the deceleration of a high velocity clump we use parameters compatible with
the ejection of Orion Fingers in Orion BN/KL. We have run numerical simulations assum-
ing that the computational domain was initially filled by a homogeneous, stationary ambient
medium with temperature Tenv = 100 K and various densities (see below). The numerical in-
tegration had a domain with physical size of 48000×12000 AU on each side, with a maximum
resolution (along the two axes) of 11.7 AU.

We carried out time integration from ti=0 to tf=1000 yr, and the clump is released at
z=700 AU for all models. An estimated initial mass in each of the clumps is mcl = 0.03 M�
since the total mass of the moving gas in the ∼400 fingers in Orion BN/KL is about 8 M�
(Bally, 2016). Also, the observed transverse size of the fingers is about 400 AU.

In the numerical models, the initial clump is imposed as a sphere of radius Rcl=50 AU, cor-
responding to 4 pixels at the maximum resolution of the adaptive grid and with an uniform
density ncl=1× 1010 cm−3. Since the initial clump is out of equilibrium, it grows to about
400 AU, and then the density structure of a plasmon arises.

We have computed ten models of the clumps, varying the density of the interstellar medium
and the velocity at which the clump was injected (see Table 2.1).

Table 2.1: Initial conditions of the numerical models

Models Environment clump
na v0

[cm−3] [km s−1]
M1V300/M1V500 1.0×106 300/500
M2V300/M2V500 3.16×106 300/500
M3V300/M3V500 1.0×107 300/500
M4V300/M4V500 3.16×107 300/500
M5V300/M5V500 1.0×108 300/500

One of the main hypothesis of our analytic model is that the early interaction of the original
clump with the environment will modify its initial characteristics (shape, density stratification
or sound speed) to those of a plasmon. The sound speed of the moving clump is calculated
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using the internal temperature, which is about 15 K and is close to the sound speed obtained
with Equation (A.14) .

In order to illustrate the numerical results, in Figure (2.1) we present the density maps for
models M3V300 and M3V500 (left and right panels, respectively) at evolutionary time of 180,
360, 540 and 720 yr, top left, top right, bottom-left and bottom right panels, respectively.
The solid lines, in all the panels, are the analytic fit to the plasmon shape (see Eq. (16) and
Eq. (17) presented in C98) and the dashed lines are also the plasmon shape’s fit obtained
by DA in their Eq. (2). In both models, the plasmon shape expected by the DA equation
is wider than the shape of the plasmon’s head obtained in the numerical simulations. For
model M3V500 (the right panels of Figure (2.1)) the plasmon shape proposed by C98 is in
very good agreement with the numerical simulations, at least up to t∼500 yr. After this
time, the plasmon (model M5V300) is rapidly decelerated and the bow shock changes in a
different shape that the one proposed by C98. The models with a lower initial velocity (model
M3V300) do not have an appreciable deceleration and the numerical shape is in agreement
with the C98 prediction.

Other prediction of our model is that the dimensionless mass m of the clump is related
to its dimensionless velocity u by Eq. (2.9). We can test this prediction. The top panel of
Figure 2.2 shows the plasmon position as a function of time for models with initial velocity
300 km s−1 (see Table (2.1)). The squares, asterisk, triangles, plus and diamond symbols are
drawing the results obtained for the models evolving with logarithmic interstellar medium
densities of 6, 6.5, 7, 7.5 and 8, respectively. As one can see, the position of the plasmon
is smaller for models with denser ambient densities as the deceleration (see middle panel of
Figure (2.2)) is larger in models with larger ram pressure (Eq. (A.6)). In the bottom panel of
this figure, we present the mass of the clump as a function of time. We calculated the mass
considering the gas inside the sphere of 50 AU around the clump center. One can note that
the denser interstellar medium produce a larger mass loss rate.

In the same way, Figure (2.3) shows the plasmon position, velocity and mass as functions
of time in the numerical simulations with a larger initial plasmon velocity, 300 km s−1. The
results for the distance, velocity and mass are very similar to those found in the models with
initial velocity of 300 km s−1. However, the deceleration in the models with initial velocity
of 500 km s−1 is larger than those in the models with v0=300 km s−1, whereas the lifetime of
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Figure 2.2: The top, middle and bottom panels shows the position, velocity and mass as
faction of time by the numerical model with initial velocities of 300 km s−1, respectively.
In each of this panels we plot the results obtained for the models evolving with logarithmic
interstellar medium densities of 6, 6.5, 7, 7.5 and 8 using green squares, yellow asterisks, blue
triangles, magenta crosses and black diamonds symbols, respectively.
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faster clumps is smaller, as we predicted in our Eq. (2.22).

Using the dimensionless mass of the clump and velocity from our numerical simulation in
the Eq. (2.13) we fitted the α value for all numerical models. Figure (2.4) shows the logarithm
of the mass of the clump as a function of velocity (dimensionless), for all the models with
initial velocity of 300 km s−1, we use the same nomenclature for the symbols as in the Fig-
ure (2.2), and the solid lines are the fit for the models, M1V300, M2V300, M3V300, M4V300,
M5V300 and M6V300.

The α values for all the models presented here are plotted in Figure (2.5). The plus and
diamond symbols are the α values fitted for models with v0=300 and 500 km s−1, respectively.
In order to obtain the value for the constant λ (see Eq. (2.19)), we have fitted the α values
as a function of the density contrast β to our numerical simulation (solid line in this figure).
The best fit gives λ = 0.0615. Notice that the α values are only a function of density contrast
and these values are not dependent of the initial velocity or other parameters of the cloud, as
described by Eq. (2.19). λ is a constant that is independent of the physical properties of the
interstellar medium or gas clump.

2.4 Prediction of evolutionary physical properties of the

plasmon

The solution for a constant mass plasmon can be found from Eq. (2.13) with α = 0. The
results are,

u =
(
1− τ

3

)3

, (2.27)

for the velocity, and

r =
3

4

[
1−

(
1− τ

3

)4
]

(2.28)

for the position.

Therefore, in the approximation of DA the lifetime of a plasmon is tf = 3·t0 (see Eq. (2.27)).
When the mass loss rate is taking into account the plasmon’s motion is changed, and the
Eq. (2.13) can be integrated numerically to obtain u and the dimensionless position r = x/x0

with x0 = v0t0. It is important to recall that C98 included the centrifugal pressure, which
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Figure 2.3: The same as Figure 2.2 but for models with initial velocity of 500 km s−1.
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Figure 2.4: Mass of the clump as a function of the clump’s velocity (dimensionless). The
nomenclature of the symbols is the same as in the Figure (2.2) and in solid lines we plot the
fit for each of the models with initial velocities of 300 km s−1.

Figure 2.5: The constant α as a function of density contrast (β). The plus and diamond
symbols are the α values for models with v0=300 and 500 km s−1, respectively and the solid
line is the best fit of λ (see Eq. 2.19), λ=0.0615.
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can affect the plasmon shape. This effect was not included in DA neither by us.

Figure 2.6: Dimensionless velocity, u, vs dimensionless time, τ , for the model with log β =
−1.25. Solid line represents the solution to Eq. 2.13, dashed line is the De Young and
Axford prediction in Eq. 2.27 and crosses are the numerical simulation data normalized with
v0 = 300 km s−1 and t0 = 600 yr

Finally, we use our numerical simulations to probe our models and their limitations. Each
simulation has physical units, so they have to be normalized with v0, t0 and x0. v0 is obtained
directly from the initial conditions, t0 is obtained from a fit of the velocity data and x0 comes
from a similar fit of the position data.

Figure (2.6) shows the dimensionless velocity as a function of dimensionless time. From
this figure, one can see that the DA solution agrees with the numerical results of the model
M4V300 only for τ ≤0.2 (crosses). However, the semi-analytical solution, solid line is in
agreement with the numerical model up to τ = 0.6. Notice, that after τ = 0.6 the values of
u, for the numerical simulation, tends to a constant. There are numerical uncertainties that
lead to overestimate the velocity, since, as the plasmon losses mass, it is difficult to determine
its position and therefore its velocity.

Figure (2.7) shows the dimensionless position as a function of dimensionless time. The DA
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solution, semi-analytic solution and numerical data are represented in this figure. The DA
solution is similar to the numerical data for τ ≤ 0.4, while the semi-analytical solution is in
agreement within up to τ � 0.6 . Note that semi-analytical solution predicts a similar to the
numeric stop distance while the DA model predicts a larger distance.

Figure 2.7: Dimensionless position r vs dimensionless time τ for the model with log β =
−1.25. Solid line represents the solution to Eq. (2.13), dashed line is the De Young and
Axford prediction in Eq. (2.28) and crosses are the numerical simulation data normalized
with x0 = 38000AU and t0 = 600yr

Finally, the analytic t0 and x0 = v0t0 obtained from Eq. (2.12) and the numerical t0 and
x0, for all the models presented in Table (2.2) and Table (2.3) for initial velocities 300 km s−1

and 500 km s−1, respectively.

From the analytical solution, we can see that the final position (the scale length) is only
function of the density contrast and it is not related to the clump’s initial velocity (see Ta-
ble 2.2 and Table 2.3). However, the lifetime of the plasmon or clump depends on the initial
velocity and the density contrast. The plasmons that were faster initially suffer a larger de-
celeration.
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Table 2.2: Analytic and numerical scale length x0 and time t0 for models with v0 = 300 km
s−1

log
(

na

[cm3]

) Analytical Numerical
x0 t0 x0 t0

[AU] [yr] [AU] [yr]
6 1.14× 106 18369 1.2× 106 18400

6.5 363868 5868 200000 3000
7. 117000 1900 90000 1400
7.5 38231 616 38000 600
8 12762 205 18000 250

Table 2.3: Analytic and numerical scale length x0 and time t0 for models with v0 = 500 km
s−1

log
(

na

[cm3]

) Analytical Numerical
x0 t0 x0 t0

[AU] [yr] [AU] [yr]
6 1.14× 106 11022 1.1× 106 10000

6.5 363868 3500 300000 2700
7. 117000 1134 90000 850
7.5 38231 370 40000 400
8 12762 123 19000 165

2.5 Conclusions

We have used the plasmon solution obtained by DA and the solution presented in C98 to
propose an analytical solution of the plasmon’s deceleration when the mass loss is considered.

This leads to interpret the plasmon mass as a function of the plasmon velocity and relate
them by a constant α. This α can be interpreted as a friction coefficient. We calculate its
dependence on the density contrast between the plasmon and the surrounding environment.

Several numerical simulations were performed trying to compare the validity of our analytic
model. This led to λ = 0.0615.

The lifetime obtained from the simple plasmon model is greater than the expected by our
losing mass considerations. The deceleration obtained in this method is more likely to be
responsible for the age discrepancy in astronomical such flows as the Orion fingers. Also, it is
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important to notice that plasmons with greater ejection speeds have shorter lifetimes, which
can be also observed in numerical simulations. The final length of a plasmon is not related
to its shape and depends on the initial conditions.

Finally, the losing mass plasmon model has probed to be a useful approximation to describe
the motion of a high velocity clump in the interstellar medium. In the next chapter, we use
the observational constrains of Orion BN/KL in this model to obtain the initial ejection con-
ditions for the clumps that generate the Orion Fingers in Orion BN/KL.
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Chapter 3

The Ejection Conditions of the Orion
BN/KL fingers

Sent to the Astrophysical Journal in June 2019

Authors:

P.R. Rivera-Ortiz, A. Rodríguez-González, L. Hernández-Martínez, J. Cantó, L. A. Zapata.

Orion BN/KL is an example of a poorly understood phenomena in star forming regions
involving the close encounter of young stellar objects. The filamentary structure, the great
variety of molecules observed, the energy involved in the event and the mass of the region
suggest a contribution in the chemical diversity of the local interstellar medium. Nevertheless,
the frequency and duration of other events like this have not been determined. In particular, the
Orion fingers have kinematical ages between 500 and 4000 yr, which is in contradiction with
the idea of a single event. In this paper we explore a recent analytic model taking into account
the interaction of a clump and the environment and the resulting deceleration to explain the
age discrepancy of the Orion fingers and to infer the initial conditions of the explosion and
estimate a lifetime for the region.

3.1 Introduction

Orion BN/KL is a very interesting star formation region that is associated to an explosive
event that is poorly understood. In particular it contains around 200 hundred filamentary
structures in H2 emission known as the Orion fingers, which could be formed by the close
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encounters of young stellar objects (Zapata et al. (2009), Bally et al. (2011) and references
therein). The most accepted interpretation of these fingers is that they were formed by the
interaction of high velocity gas clumps with the environment. We will consider this interpre-
tation.

The age of the event has been determined by several authors using different techniques.
Bally et al. (2011) analyzed the projection of the heads of the H2 fingers position and veloc-
ity. For each finger, they found an individual age that is between 1000 and 500 yr. This is
in contradiction with the idea that Orion BN/KL was produced in a single explosive event
and that the expelled clumps are in ballistic motion, so they concluded that there must be
some deceleration. Zapata et al. (2009) reported another filamentary outflow observing the
J= 2 → 1 CO transition, called CO streamers, which can be associated to H2 fingers. Each
streamer has a radial velocity that increases linearly with the distance to a common origin
and, assuming a simultaneous ejection, they determined the 3D structure and obtained a
most probable age of approximately 500 yr. This is in agreement with the age estimated by
Rodríguez et al. (2017), who used the proper motions and projected positions of the runaway
objects I, n and BN to estimate a close encounter 544 years ago. Also, Zapata (2011) cal-
culated the age of a expanding bubble in 13CO centered in the same possible origin of the
region. The radial velocity and the size of this outflow result in ∼ 600 years. The momentum
and kinetic energy of this outflow is at least 160 M� km s−1 and 4 × 1046 and 4 × 1047 erg
(Snell et al. 1984 and Kwan & Scoville 1976) .

There is a chance that the fingers could be originated at different moments. Perhaps, there
is an unexplored mechanism to produce such an extended structure. The machine-gun model
has been mentioned as a possible explanation, but previous models (Raga & Biro, 1993), even
when they are not collimated, are far from being as isotropic as the Orion fingers. Then, the
runaway stars (Rodriguez et al. 2017), the expansion of the hot core (Zapata et al. 2011) and
the age determined by the CO fingers (Zapata et al. 2009), are strong evidence of a single
and simultaneous event.

There are several attempts to describe the interaction of a moving cloud against a static
medium. De Young & Axford (1967) (hereafter DA) analyzed the plasmon problem, which
consists in a moving cloud that adopts a particular density structure, and derived its equation
of motion. Cantó et al. (1998) improved the plasmon solution including centrifugal pressure.
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Also, Raga et al. (1998) proposed the equation of motion of a static spherical cloud that is
accelerated with a high velocity wind due to the ram pressure. More recently, Rivera-Ortiz
et al. (2019) (hereafter RO19) proposed a modification to the plasmon problem, considering
the mass lost by the clump, which can modify a plasmon dynamic history if it is embedded
in a high density environment.

Then the dynamical analysis of the motion of the Orion fingers could lead to a better un-
derstanding of the conditions that formed such a structure. Bally et al. (2015) performed
numerical simulations of the fingers using observational restraints and obtained a notable
resemblance to the actual fingers. Nevertheless, as they described, the interpretation of such
simulations is limited since they used an adiabatic system, while the cooling length is much
shorter than the total length of the longest fingers. Therefore, more detailed numerical so-
lutions and an adequate analytic model can be helpful to determine the physical conditions
and, perhaps, the ejection mechanism of the fingers, which can be helpful to understand the
relevance and duration of similar events in the star forming processes.

Then, adopting an age of t = 544 yr (see Rodríguez et al. 2017), we propose a model to
obtain the physical conditions of the ejection. The mass-loss plasmon has a implicit depen-
dence on its own size and it can be used to find better restrictions on the ejection mechanism.
In Section 3.2, we present the sample of objects to be analyzed, in Section 3.3, we present
the estimation of the properties for the clumps before the explosive event that generated the
Orion fingers in Orion BN/KL. Finally the conclusions are presented in Section 3.4.

3.2 Observations

From Lee & Burton (2000), Doi et al. (2002) and Bally et al. (2011) we have obtained the
proper motion of several features and the projected positions for the reported data.

Lee & Burton (2000) analyzed the proper motions of 27 bullets, with emission in [Fe II],
and 11 H2 knots, using a time baseline of 4.2 yr (see Figure 3.1). From these 38 objects only 19 have
proper motion vectors aligned with the position vectors with respect to IRc2, the possible origin of the
explosive event. They used a distance to the Orion Nebula of d = 450 pc (Genzel & Stutzki, 1989),
that is larger than the actually accepted d = 414 pc (Menten et al., 2007) which leads to overestimate
the projected distance and proper motion of the data. We have corrected this effect for this paper. In
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general, they conclude that the farther features have larger proper motions, which is consistent with,
at least, some kind of impulse with an age shorter than 1000 yr. However, it is interesting to note
that they reported some H2 knots as almost stationary, but these are not included in the final analysis.
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Figure 3.1: This figure shows the three data sets used for this work, with their respective
uncertainties. The open circles stand for the H2 fingers reported by Bally et al. (2011) (see
also, Cunningham (2006)), the filled circles stand for the [FeII] bullets (Lee & Burton, 2000)
and the crosses represent the HH objects reported by Doi et al. (2002). The lines indicate an age
consistent with no deceleration, t1 = 500 yr (dashed) and t2 = 1000 yr (dot-dashed).

Doi et al. (2002) measured the proper motions of several HH objects in the Orion nebula. For
the Orion BN/KL region they found 21 HH objects moving away from IRc2. As Lee & Burton
(2000), they found that the larger objects are faster. The uncertainties lead them to fit an age of
1010 ± 140 yr. Even in this case, several objects are not in the range of 870 to 1150 yr. Also, they
used a distance of 450 pc, that has been corrected in this work to 414 pc.

Bally et al. (2011, see also Cunningham 2006) obtained the proper motions of 173 fingers in H2,
but in this case there is no clear evidence for a linear dependence of the velocity on the projected
distance. They only mentioned that the age of the event could be between 500 and 1000 yr, if the the
simultaneous ejection assumption is maintained. The three data sets are represented in Figure 3.1.

Also, Zapata et al. (2009) analyzed the CO streamers that seem to be related to the fingers. These
streamers are ∼2 times shorter and narrower than the fingers and each one follow a Hubble type
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law. The kinematic age of each one could be related to the projection angle with respect to the
plane of the sky, and assuming that the explosion was isotropic they found that the most probable
age is around 500 yr. Bally et al. (2017), using ALMA, found more streamers and confirmed that
these streamers have an isotropic extension. This means that some of the CO streamers do not have
associated fingers.
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Figure 3.2: Kinematic age assuming no deceleration. The symbol notation is the same as in
Figure 3.1. The dashed line correspond to an age of 1000 yr and the dot-dashed line represents
an age of 500 yr.

Recently, Rodriguez et al. (2017) has measured, with high precision, the proper motions of the
objects I, BN and n. They found that these objects had to be ejected from a common origin 544±6 yr
ago. In this work, we assume this event to be the origin of the ejection of the material that created
the fingers and the streamers.

Cunningham (2006) measured 8 M� as the mass of the moving gas. We can use this estimate to
find the upper limits for either the mass of an individual clump, or its size.

For the mass, we assume that the observed moving gas corresponds, exclusively, to that of
the ejected clumps. Since there are 200 fingers, then the average mass of each clump is simply
8/200 = 0.04 M�. An inferior limit for the clump mass is that calculated by Allen & Burton (1993)
and Burton & Allen (1994) of 10−5 M� based on the [Fe II] 1.64 μm line flux and size.
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On the other hand, an upper limit for the size of the initial clump is obtained by adopting the oppo-
site assumption than above, that is, that all the moving mass comes from the swept up environmental
material, and, a negligible amount from the clumps themselves. To follow this idea we have to fix
the density of the environment. Extinction observations of the region by Oh et al. (2016) and Bally
et al. (2017) indicate densities between 105 and 107 cm−3. We adopt this latter limit, na = 107 cm−3.

We now model a finger as a cylinder of radius Rcl and individual length li. Thus, the mass swept
up by all the fingers (assuming the same radius) is,

Mt = πR2
clμmhna

∑
i

li, (3.1)

where μ = 2 is the mean molecular mass, mh mass of hydrogen and na is the numerical density of
the ambient medium. Considering, as a limit, that Mt = 8 M� is equal to the accelerated mass we
can obtain Rcl ∼ 90 au, then this is the upper limit for the initial size of the ejected clumps.

3.2.1 Ballistic motion

The simplest model is to suppose that every ejected clump travels with constant velocity and, there-
fore, the motion is described by:

r = vt. (3.2)

Since the projected length, r, and the velocity, v, also in projection, are observational data, then,
the age of each clump can be obtained straightforward:

t =
r

v
, (3.3)

which is independent of projection.

Therefore each clump has an individual age and if we assume that all of them were ejected in a
single event, each age should be, at least, similar. This is far from which we observe. In Figure 3.2
we show the result of Equation 3.3 applied to each data. The calculation of the spread of the error
for the age was done using the standard procedure. The reported errors for the velocities of all the
HH objects is 10 km s−1 (see Doi et al. 2002), of all the H2 fingers is the 25 km s−1 (see Cunninghan
2006) and for the [FeII] bullets is reported in Lee & Burton (2000) for each of them. Then, Figure 2
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implies that there was no simultaneous event or that the ballistic motion model is not an appropriate
assumption. Deceleration is the most likely interpretation.
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a)500 yr, Constant Ejection Velocity
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b)500 yr, Constant Initial Mass

Figure 3.3: In both panels, the gray dashed lines are the trajectories for RO19 plasmons with
a) different mass and constant ejection velocity (with a lower and higher mass trajectories of
2×10−2 M� and 2×10−1 M�, respectively, divided into 10 equal intervals) and b) different
ejection velocities and constant mass (with a lower and higher velocities trajectories from
100 km s−1 to 1100 km s−1 with intervals of 100 km s−1). Given a fixed time t = 500 yr, each
trajectory reaches a position r and a velocity v, marked as a black point in it.
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3.3 Dynamic model

In order to determine the fundamental parameters that control the dynamics of a high velocity clump,
such as the ejection velocity v0, the initial size of the clump Rcl, the density of the ejected material
ρcl and the density of the environment ρa, or their density contrast β =

√
ρa/ρcl, we use an analysis

based on the plasmon proposed by De Young & Axford (1967)

Assuming a spherical clump at the ejection, the initial mass can be expressed as,

M0 =
4πR3

clρcl
3

=
4πR3

clρa
3β2

. (3.4)

We assume that every clump was ejected with the same size (Rcl = 90 au) and the environment
density is 107 cm−3, therefore we can estimate the ejection conditions.

In this section we explore a model which takes into account the deceleration of the clump as it
losses mass due to the interaction with the environment. This is the model developed in RO19. As
stated in RO19, no matter the physical characteristics of the original clump (shape, size, density,
velocity or temperature) the initial interaction of the clump with the surroundings will transform it
into a plasmon as proposed by De Young & Axford (1967) (see also Cantó et al. (1998) and RO19).
Mass, on the other hand, is preserved.

RO19 shows that the mass M , velocity v, and position R of the newly created plasmon after a
time t of ejection/formation are given by the parametric form

M = M0e
−α

(
1− v

v0

)
, (3.5)

t = t0

∫ 1

v/v0
u−2/3e−

α
3
(1−u)du, (3.6)

and
R = v0t0

∫ 1

v/v0
u1/3e−

α
3
(1−u)du, (3.7)

respectively, where M0 is the initial mass of the clump, v0 the ejection velocity, α a parameter
given by,

α =
8λ

π + 2

√
2

γ − 1

(
1

β

)
, (3.8)
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Figure 3.4: In the figure are the data sets described in Figure 3.1, along with the fixed time
curves with constant ejection velocities of v = 200, 500 and 800 km s−1 (dashed, dot-dashed
and dotted lines, respectively) and M0 = 0.2 and 0.1 M� constant mass (black thick and thin
lines, respectively) using the RO19 plasmon model

and a scale time t0

t0 =
Rcl

β2

(
16π

3ξDA(γ − 1)2

)1/3 1

v0
, (3.9)

with ξDA = 9.22 λ = 0.0615, and γ = 1.4 is the adiabatic coefficient for an ideal diatomic gas.

Combining Equations (3.8) and (3.9), we obtain:

[
v0

km s−1

] [
t0
yr

]
= 233

[
Rcl

au

]
α2. (3.10)

The purpose of the present paper is to use Equations (3.4) to (3.10) to estimate the physical pa-
rameters, such as mass, ejection velocity, density, of each of the original clumps that produce the
fingers we see today and formed by the interaction of the clumps with the surrounding molecular
cloud.

We begin by assuming that all the clumps were ejected in a single explosive event that took place
544 years ago from the place of the closest interaction that expelled BN, n and I objects reported by
Rodriguez et al. (2017). So, in Equation (3.6) we set t = 544yr for all the clumps, although each
clump had their own initial mass and ejection velocity.
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Figure 3.5: The mass of the clumps calculated using the losing mass plasmon model of RO19,
for the data set presented in Section 3.2

Next, for each clump we know, from observations, its distance to the origin of the explosion R and
its current velocity v. Both quantities are those on the plane of the sky. However, we take them
as estimates of the real values, since there is no way to de-project them without making further
assumptions.

Even so, we need to make a further assumption, since we have more unknowns than equations.
We might, for instance, choose to assume a fixed value of β, which means the same initial density
for each clump, or, perhaps, the same initial mass, or any other reasonable constrain. We choose,
however, to assume a unique initial radius for all the clumps of Rcl = 90 au, based on the assumption
that all the clumps were produced by the close encounter of two protostellar objects that ripped off
material with the same cross section interaction.

Then, we have a set of equations (equations 3.5, 3.6 and 3.10) that can be solved for v0, t0 and
α simultaneously, and by Equation (3.4) we also can obtain the mass of each ejected clump. The
number density of the surroundings was taken na = 107cm−3. In Figure 3.3 we represent the tra-
jectories of several plasmons in dashed lines with different initial masses and ejection velocities. An
important characteristic is that the stopping distance depends on the initial mass.



46 CHAPTER 3. THE EJECTION CONDITIONS OF THE ORION BN/KL FINGERS

In Figure 3.4, we can see that the model curves that envelope the data set do not have high mass
(> 0.2 M�) and high velocity clumps (> 800 km s−1). We could expect slow points with low veloci-
ties at a distance greater than 8 × 104 au, but there is not any evidence of such clumps but in this
case we have that 800 km s−1 is the fastest velocity that meets the longer features. Also, a plasmon
with ejected mass of 0.2 M� will reach a final distance of ∼ 8 × 104 au. This means that a less
massive plasmon, with less velocity than 800 km s−1 could be near to its lifetime or maybe it has
already stopped. This could explain the CO streamers that are not related to any H2 finger.

Finally, the RO19 plasmon solution is applied to each of the object of the data sets of the Sect. 3.2
and the initial mass, ejection velocity and lifetime are obtained, Figure 3.5, 3.6 and 3.8, respectively.
The total mass, Figure 3.5, is 11.93 M� with mean mass of 0.06 M� which is close to the limits of
4× 10−2 M� analyzed in Section 3.2.

Figure 3.6 shows the ejection velocity distribution. It is interesting to note that there are 2 peaks in
this distribution around 200 and 500 km s−1. Further analysis is requiered to propose a mechanism of
explosion that could explain this characteristic. Also, the kinetic energy of the model is 3× 1049 erg.

Once that the ejection parameters are obtained, we can infer the lifetime and stopping distance
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Figure 3.6: Velocity distribution according to the losing mass plasmon model (see RO19),
using the corresponding calculated ejection conditions.

of each clump using v = 0 in Equations (3.6) and (3.7). In Figure 3.8 we show the distribution of
the lifetime for the clumps. This can give an idea of the lifetime of the explosive event, in this case
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2000 yr after the explosion, there will be just a few fingers and this can be reason that there are just
a few observations of encounters of this kind.
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Figure 3.7: Lifetime of each finger (for the sample used in this chapter) using Rcl = 90 au.
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Figure 3.8: Final length of each finger (for the sample used in this chapter) using Rcl = 90 au.

Finally, in Figure 3.9 we show the time and position of each clump compared with its own lifetime
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and stopping distance, respectively. Again, there is a tendency for most of the clumps to be at the
end of their lives. This suggests that maybe some fingers have already ended their lives, explain-
ing that there are H2 features with no proper motion and CO streamers with no H2 fingers associated.
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Figure 3.9: Distance normalized with the stopping distance versus time normalized with the
lifetime for each data from Figure 3.1. The black line corresponds to the prediction using a
0.025M� plasmon.

3.4 Conclusions

The plasmon model is a useful tool for the analysis of the dynamics of a clump interacting with a
dense environment. Using the dynamic models presented in DA and RO19 we estimate the physical
features, initial velocities and masses, for the components (clumps, [FeII] and HH object) reported
in Lee & Burton [2000], Doi et al. (2002) and Cunningham (2006) assuming that these components
were produced un a single event 544 years ago..

We obtain that the individual maximum mass for the clumps is 0.2 M�, but the maximum velocity
of this sample is of 800 km s−1. The total kinetic energy, in this case, is ∼ 3× 1049 erg, which repre-
sents 102 times more energy than the energy obtained for the total luminosity in the Orion Fingers
region.
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Other two consequences of the plasmon model is that the larger ejection velocities produce the
shorter lifetimes, and the initial mass of a clump determines its stopping distance. The RO19 plasmon
predicts that the longest fingers in Orion BN/KL have almost reached their lifetime, but they are not
far from their final length and they required ejection velocities as high as 800 km s−1 to reproduce
the observations. This implies that the slower fingers could have lifetimes as long as 3000 yr. The
mass-loss plasmon can explain that there are not visible longer fingers because, if there were clumps
thrown with higher speed or less mass, they could have died by now. Also, the required ejections
velocities for most of the longest fingers are about 500 km s−1 which is less than twice their observed
velocity.

Therefore, using the RO19 model we obtained the initial masses of each of the clumps, from
their mass distribution it is observed a large quantity of clumps has a mass in the interval of
8 × 10−3 − 2 × 10−1 M� and from the velocities distribution, we obtain a distribution of, at least,
2 populations, one of them with a maximum at 200 km s−1 and another with a velocity of 500 km s−1.

Finally, from our calculated time and position of each clump and their own expecting lifetime we
can see a tendency for the most of the clumps to be at the end of their lives. We proposed that some
fingers have already ended their lives, it explains that there are H2 features with no proper motion
and CO streamers with no H2 fingers associated.
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Chapter 4

KIMYA: A chemical network solver

Published in Revista Mexicana de Astronomía y Astrofísica Vol. 54, pp. 409-422 (2018).

Authors: A. Castellanos-Ramírez, A. Rodríguez-González, P. R. Rivera-Ortiz, A. C. Raga, R.
Navarro-González, & A. Esquivel.

In order to study the temporal evolution of the gas molecular composition, one needs to solve the
equation which determines the abundances of the different gas species. This requires to construct
a chemical network which describes the creation and destruction reactions for different gas species.
kymia is a new code that can be implemented in other hydrodynamical solvers. We have tested
kymia with other codes and experiments.

4.1 Introduction

Chemical kinetics networks have applications in atmospheric chemistry, processes of combustion and
of detonations, biological systems and as in the planetary, stellar and interstellar astrophysics.

In order to follow the time-evolution of a chemical system, one needs to determine the reagents and
products which are involved, as well as the relevant chemical reactions. The resulting rate equations
have to be integrated in time together with the equations that describe the time-evolution of the
reactive fluid (these could be the gasdynamic or the magnetohydrodynamic equations in 1, 2 or 3D,
which are coupled to the chemical network through the equation of state and possible energy gain/loss
terms). The simplest possible model is a “0D” approximation, in which the chemical rate equations
are integrated for a single, homogeneous parcel in which either a constant or a time-dependent den-
sity (or pressure) and temperature are imposed.

51
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In order to follow the temporal evolution of the gas molecular composition, one needs to integrate
the density conservation equations for the different species contained in the gas. In order to do this,
one has to construct a chemical network which includes the creation and destruction reactions for
all the species. Such a network is a system of ordinary differential equations (ODEs). As initial
conditions, we use the density for each species ni(t) at the initial time t. This system must be solved
numerically in order to find the densities of each species at a future time, ni(t+Δt).

The chemical model may include a large number of species (ranging from ∼ 10 to several thou-
sands). The interaction between the species results in a large number of elementary reactions with
rates that can, in principle, differ by many orders of magnitude. As a result, chemical networks (see
equation 4.2 in Section 4.2) are “stiff” systems of ordinary differential equations, which require special
numerical integration methods.

The stiffness of a chemical network was first discussed by Curtiss & Hirschfelder (1952), who noted
that the so-called “explicit methods” for solving differential equations failed to solve some chemical
reactions (though versions of explicit methods appropriate for stiff systems were later developed, see
below). Dahlquist & Lindberg (1973) found that numerical instabilities resulting from the widely
ranging evolutionary timescales of the different species are the main reason for the failure of explicit
methods in the solution of stiff equations.

There is an extensive literature on the solution of stiff ODEs. The review of May & Noye (1984)
gives an introduction to the subject, and the classical book of Gear (1971) describes appropriate nu-
merical methods. Jacobson (2005) gives a review of many different methods for solving stiff equations.

These methods fall into two main categories:

• explicit methods: In this case the solutions are marched forwards in time with the cre-
ation/destruction terms (see equation 4.2) evaluated at the current time. Explicit methods
appropriated for stiff equations include schemes with partially time-integrated rates and/or
logarithmic time-stepping,

• implicit methods: In this case which the creation/destruction terms are evaluated with the
time-advanced densities.

While the first type of method is simpler to program and generally faster to compute, all im-
plementations share the complexity of having many adjustable parameters associated with choosing
different sub-timestepping schemes which depend on the characteristics of the chosen network. They
typically have trouble converging to chemical equilibrium and have to be specifically adjusted for
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solving different chemical networks. A well known example of this kind of method is the one de-
scribed by Young & Boris (1973).

The implicit methods generally have guaranteed convergence to chemical equilibrium, and pro-
duce numerically stable (though not necessarily accurate) time-evolutions regardless of the size of
the timestep. However, they are computationally much slower than explicit methods, requiring it-
erations involving the Jacobian of the chemical network equation system. The best known method
of this kind is Gear’s algorithm, and variations of this algorithm are implemented in many generally
used codes (see, e.g., the review of Nejad 2005).

An important part of the chemical network is reliable values for the reaction rates. There are sev-
eral databases containing experimental and/or theoretical values of the rate coefficients for specific
temperature ranges. Examples are presented in the work of Baulch et al. (2005) for combustion,
Crowley et al. (2010) for atmospheric chemistry, and Millar et al. (1991) and Wakelam et al. (2012)
for astrochemistry.

Summaries of astrochemical codes and astrochemistry databases have recently been given by Se-
menov et al. (2010), Motoyama (2015) and Ziegler (2016). Since the pioneering work of Bates &
Spitzer (1951), many chemical models (and the necessary numerical codes) have been developed.
With modern high angular and spectral resolution ALMA interferometer, it became necessary to
increase the complexity of astrochemistry simulations. In particular, in order to obtain predic-
tions that can be compared with recent observations it is necessary to compute multi-dimensional
models involving both the dynamics of the gas (modeled either with the hydrodynamical or the mag-
netohydrodynamical equations) and appropriate chemical network. A possibility for reducing the
computational time is to consider steady-state chemistry (see Semenov et al., 2010), but in order to
obtain realistic results it is necessary to include the full, time-dependent chemistry in simulations of
the gas dynamical properties.

An example of this is the code presented by Ziegler (2016). This code solves a chemical reaction
network togheter with the magnetohydrodynamic equations. Also, the recently developed by Grassi
et al. (2012) KROME code and the GRACKLE library by Smith et al. (2017) have chemical evolution
routines that can be implemented in hydrodynamic/magnetohydrodynamic codes.

Another example is the work of Navarro-González et al. (2010), who developed a chemical evolu-
tion code for integrating a set of chemical rate equations in order to predict the degree of oxidation
and chlorination of organics in the Martian soil. This code solves the chemical kinetics model using
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an explicit method. This code was in good agreement with the results previously reported in others
standard chemical kinetics codes (see Navarro-González et al. 2010). Nevertheless, the numerical
method used in this code has difficulties converging to the correct solution for particularly stiff reac-
tions networks.

The aim of the present work is to develop a code based on a fast, simple implicit solver for chemical
networks, which is appropriate for implementations in multidimensional gasdynamic simulations. We
evaluate the accuracy of this solver by computing:

• a single parcel, “dark cloud” model, which we compare with previously published results of this
problem,

• a single parcel, and an axisymmetric gasdynamical model of a laser laboratory simulation of a
lightning discharge.

The simulations of the laboratory experiment are used to calculate the chemical evolution of an at-
mospheric, laser generated plasma bubble, which is then compared with actual measurements of the
chemical species and their densities. While a few attempts have been done in the past to evaluate the
precision of the astrophysical gasdynamic codes through comparisons with laboratory experiments
(see, e.g., Raga et al. 2000, Raga et al. 2001 and Velázquez et al. 2001), to the best of our knowledge
this is the first time that this type of test is done for an astrophysical chemical evolution and reactive
gasdynamics code.

The paper is organized as follows. In Section 4.2 we present the numerical method for solving the
chemical networks. We describe briefly the kimya code in Section 4.3. The gasdynamic equations
together with the reaction network are described in Section 4.4. In Section 4.5 we apply kimya to
model two phenomena: a dark cloud model, and an experimental study of the formation of nitric
oxide during a lightning discharge simulated with a laser pulse. Finally, in Section 4.6 we discuss the
proper operation of the code and present our conclusions. In Appendix C we show the algorithm to
select the appropriate chemical network and create the reaction equations that are intended to be
solved.

4.2 The numerical solution of the network chemical rates

A chemical network is described by the system of differential equations:

dni

dt
=
∑

formation−
∑

destruction, (4.1)
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where ni is the density of species i. The first term in the right hand side contains all the formation
processes and the second term all the destruction processes for each specie i.

If the chemical network involves only binary reactions, we have:

dni

dt
=
∑
j,k

f
(i)
jk njnk − ni

∑
k

d
(i)
ik nk , (4.2)

where ni is the density of a species i, and f
(i)
jk and d

(i)
ik are the temperature dependent rates of

formation and destruction of species i, respectively. The indices i, j, k, go from 1 to the total
number of species N .

4.2.1 The Newton-Raphson iteration

The set of equations described above can be written, without loss of generality, as

dni

dt
= Ri, (4.3)

where ni are the densities of N species (i.e., i = 1, 2, . . . , N).

In order to solve the system of ODEs, we use an implicit method. We do the simplest possible
“implicit discretization” of the left hand side of equation (4.3):

ni − ni,0

Δt
= Ri. (4.4)

where ni are the densities at a time t + Δt, ni,0 are the (known) densities at a time t and Ri are
the source terms associated with the creation and destruction processes evaluated with the time-
advanced densities ni.

We rewrite equation (4.4) as:
Qi = Ri − ni − ni,0

Δt
= 0, (4.5)

with i = 1, . . . , N .

For very large Δt, equation (4.5) gives Ri = 0, which is the condition for chemical equilibrium.
However, this condition is not sufficient for specifying the chemical equilibrium, as not all of the
Ri = 0 equations are linearly independent. We therefore only consider a subset of p < N equations
of the form (4.5), elliminating the N − p equations with Ri terms which can be written as linear
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combinations of the Rp (with p �= i) terms of the remaining rate equations.

In order to close the system of equations, we then consider a set of “conservation equations”:

Qm = Cm = 0, (4.6)

with m = p, . . . , N . The definition of the Cm functions is given below (Subsection 4.2.2).

In order to find the time-advanced densities, we then have to find the roots of the set of equations:

Qi = 0; i = 1, . . . , N , (4.7)

with the Qi given by equations (4.5) and (4.6). If we take the Δt → ∞ limit in equation (4.5) this
set of equations fully specifies the chemical equilibrium condition.

One of the common methods to find roots of the system (4.7) is the Newton-Raphson iteration.
We apply this method to our particular problem as follows. One starts with an initial guess ni

(i = 1, . . . , N) for the time-advanced densities. Then, expanding the Qi(ni) terms in a first order
Taylor series one obtains:

Qi +
N∑

m=1

Δnm
∂Qi

∂nm
= 0 . (4.8)

Here, the partial derivatives are the elements of the Jacobian matrix. Both Qi and ∂Qi/∂nm are
evaluated in the initial guess nm (m = 1, . . . , N) of the solution. We have then obtained a system
of linear equations for the Δnm corrections to our first guess for the time-advanced solution. This
system is then solved using inversion methods for sets of linear equations (in our case, we use the
standard routines of Press et al., 1993).

In this way, we find an improved guess

n
(k+1)
i = n

(k)
i + fΔni , (4.9)

where n
(0)
i is our first guess for the time advanced densities, and f is a “convergence factor” that

helps to reach convergence in the iteration process and is defined as:

f =

(
k

Nit

)β

, k ≤ Nit ; f = 1 , k > Nit, (4.10)

where Nit and β are chosen constants, and k is the current iteration number. We then recalculate the
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rates and Jacobians with the corrected densities (n(1)
i ), and repeat the process to obtain successively

improved values for the time-advanced densities.

This iteration is repeated until a convergence criterion:

|n(k)
i − n

(k+1)
i |

n
(k+1)
i

< ε , (4.11)

is satisfied for all species i, where ε is a previously chosen tolerance.

4.2.2 Conservation equations

The conservation equations (see equation 4.6) are determined by the total densities of the atomic
elements present in all of the atomic/ionic/molecular species that are considered in the chemical
network. For example, in a pure Hydrogen gas (of known total H density [H]) we have as possible
species H2 (molecular H), HI (neutral H), H II (ionized H) and electrons (as a result of the ionization
of H). The associated conservation equations then are: CH =[H]-2[H2]-[HI]-[H II]=0, and Ce =[H
II]-[e]=0 (here, the densities written as “[A]” correspond to the nl of subsection 2.1).

In general, for an element A participating in the chemical network forming part of at least some
of the (atomic/ionic/molecular) species nk, the associated conservation equation is:

CA = nA −
∑
k

aknk = 0 , (4.12)

where nA =[A] is the total density of element A, and ak is the total number of A nuclei present in
species k (with density nk). There is one conservation equation of this form for each element present
in the chemical network, and the resulting set of conservation equations is used together with the
rate equations to guarantee convergence to the correct chemical equilibrium (see equation 4.6).

4.2.3 Initial Newton-Raphson guess

For a system of equations such as (4.8) the convergence of the Newton-Raphson method strongly
depends on the initial condition n0. We find that an appropiate initial guess for the time advanced
densities (generally leading to a reasonably fast convergence) can be constructed as follows:

For a molecule [aA, bB] composed of “a” atoms of element A, and “b” atoms of element B, we
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choose an initial density

n
(0)
i =

1

2
min

[
AT

a
,
BT

b

]
(4.13)

where AT , BT are the total densities of elements A and B (respectively). Equation (4.13) can be
straightforwardly extended for molecules with three or more elements.

4.3 Description of kimya

Whether only the chemical kinetics is calculated, or if it is used within a hydrodynamic code, the
operation of kimya is roughly as follows. As input, it needs the densities of all of the species and the
temperature at a given time, and a timestep. With these values, the values of the Q functions and
the Jacobian matrix are calculated (equation 4.8 of Section 4.2). The N-R method is used to obtain
the new densities (4.9 in Section 4.2). The time-advanced densities are iterated until the relative
differences between two successive iterations meet a (previously chosen) convergence criterion. This
procedure is presented in the flowchart shown in Figure 4.1.

We have developed a benchmark suite using the network that will be described in section 4.5.3,
with eleven chemical species and 40 chemical reactions. This particulary benchmark serves to check
the operation of the code when compared to laboratory experiments. We have run a benchmark test
for 104, 105 and 106 timesteps. Our code solves a single timestep in ∼3.9×10−5 seconds of wall-clock
time. This is relevant when one wants to couple this solver with a multi-dimensional gasdynamic
code, where one should find the solution for each species in each of the 104−109 cells at every timestep.

4.4 The reactive flow equations

kimya is designed for inclusion in reactive flow numerical codes. Hydrodynamic codes in one, two
or three dimensions solve the gas dynamic (or magnetohydrodynamic) equations in a discretized
space. In the discrete “cells”, the mass, momentum and energy conservation equations are solved
together with the chemical network (to which one adds advection terms for each species). Usu-
ally, in a complete simulation there are typically from 105 to 109 cells, and each one is advanced in
time for thousands of time-steps, so that a fast integrator for the chemical network is clearly essential.

The gasdynamic equations are:
∂ρ

∂t
+∇ · (ρu) = 0, (4.14)
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Figure 4.1: kimya flow chart. Our code receives the initial densities of each species, the gas
temperature and an arbitrary time-step and returns the time-advanced densities.

∂ρu

∂t
+∇ · ρuu+∇P = 0, (4.15)
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∂

∂t

(
ρu2

2
+

P

γ − 1

)
+∇ ·

[
ρu

(
γ

γ − 1

P

ρ
+

u2

2

)]
= G− L, (4.16)

where ρ, u and P are the gas density, velocity and pressure, respectively. γ is the specific heat ratio.
G and L are the thermal energy gain and loss (respectively) due to interaction with the radiative
field or associated with the latent heat of the chemical reactions and/or the internal energy of the
molecular/atomic/ionic species. The thermal pressure is given by

P = (n+ ne)kT , (4.17)

where n is the total density (of molecules+atoms+ions) and ne is the electron density.

The complete set of equations for a reactive flow can then be written for a 2D flow as:

∂U

∂t
+

∂F

∂x
+

∂G

∂y
= S, (4.18)

U = [ρ, ρu, ρv, E, n1, n2, ..., nN ] (4.19)

F =
[
ρu, P + ρu2, ρuv, u(E + P ), n1u, n2u, ..., nNu

]
(4.20)

G =
[
ρv, ρuv, P + ρv2, v(E + P ), n1v, n2v, ..., nNv

]
(4.21)

S = [0, 0, 0, 0, S1, S2, ..., SN ] (4.22)

where n1, n2,. . . , nN are the densities of the different species. The vector U contains the so-called
conservative variables. ρ, T y P , were defined previously, u and v are the velocity in the x and y

direction (respectively), and E is the energy written as:

E =
1

2
ρu2 +

P

γ − 1
, (4.23)

the thermal pressure P is given by equation 4.17.

We note that the evolution equations of the chemical network were included as N continuity equa-
tions (as active scalars) and the sources Si are given by the right hand side of equation 4.2. These
source terms should also include the appropriate geometrical terms when considering 2D, axisym-
metric flow problems. Solutions to this set of equations are presented below.
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4.5 Numerical and experimental models to code verifica-

tion

In order to show the characteristics of the kimya astrochemical code we provided three numerical
simulations. We first try a standard test presented by Braun, Herron & Kahaner (1988), who used
the acuchem1 code. The second test is a dark cloud model, which we describe in Section 4.5.2.
Our third test deals with the nitric oxide formation with a laser induced plasma (meant to model
a lightning discharge), which is described in Section 4.5.3. In all cases, the maximum number of
iterations mentioned in subsection 4.2.1 is Nit = 40. In all cases the code reaches the convergence
criterion for a smaller number of iterations.

4.5.1 Sequence reactions test

In this section, we show the implementation of the kimya code for two reaction systems proposed
by Braun, Herron & Kahaner (1988): a sequence and a reverse reaction system.

The first test is the system of sequence reactions:

a → b k1 = 2.× 10−1

b → c k2 = 1.× 10−1

c → d k3 = 1.2× 10−1

where, a, b, c and d are the species. The total density is,

nT = na + nb + nc + nd . (4.24)

The creation and destruction rates of the species are given by,

dna

dt
= −k1na,

dnb

dt
= k1na − k2nb,

dnc

dt
= k2nb − k3nc. (4.25)

The density of species d is calculated by means of the conservation equation (4.24).

1http://global.oup.com/us/companion.websites/9780199730728/Acuchem/
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Figure 4.2: Normalized densities (concentrations) of species a, b, c and d as a function of
time (in dimensionless units) obtained from the sequence test (see equations 4.24-4.25). The
solid, dotted, dashed and dot-dashed lines, are the na, nb, nc and nd concentrations obtained
with kimya, respectively, and the diamonds are the corresponding values obtained using
acuchem.
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We rewrite equations (4.24)-(4.25) in the form of equation (4.5):

Qa = −na − na,0

Δt
− k1na,

Qb = −nb − nb,0

Δt
+ k1na − k2nb,

Qc = −nc − nc,0

Δt
+ k2nb − k3nc,

Qd = na + nb + nc + nd − nT , (4.26)

the root of this set of equations then gives the time-advanced solution.

With equations (4.26), we can calculate the Jacobian matrix,

J =

⎛
⎜⎜⎜⎜⎜⎝

−1/Δt− k1 0 0 0

k1 −1/Δt− k2 0 0

0 k2 −1/Δt− k3 0

1 1 1 1

⎞
⎟⎟⎟⎟⎟⎠ (4.27)

Then, using the set of equations (4.26) and the Jacobian matrix (equation 4.27) in equation (4.8)
we carry out a time integration from t = 0 to t = 20. For the convergence factor (see equation 4.10)
we set β = 0.0 (i.e., f = 1), and we chose an ε = 10−5 tolerance. We consider initial densities na = 1

and nb = nc = nd = 0 (in dimensionless units).

Figure 4.2 shows the densities of the species a, b, c and d as functions of time (in dimensionless
units), the solid, dotted, dashed and dot-dashed lines, are the na, nb, nc and nd densities, respectively
and the diamonds are the values calculated using the standard acuchem code. The values obtained
with our code are in very good agreement with the results obtained using acuchem.

4.5.2 Dark cloud model

Dark clouds consist of cold (∼ 10 K) and dense (103 − 106) cm3, regions opaque to visible and UV
radiation which are composed mainly of gas-phase molecular material. The dark clouds are very
inhomogeneous, and usually present dense, filamentary structures. Also, the dust presented in these
condensations completely absorbs the photons in optical and UV wavelengths.

Following the work of McElroy et al. (2013), we consider an isotropic and homogeneous medium
with n(H2) = 104 cm−3, and T = 10 K. We want to compare our results with the chemical concen-
trations obtained by McElroy et al. (2013), who used the complete network of the umist database,



64 CHAPTER 4. KIMYA: A CHEMICAL NETWORK SOLVER

Table 4.1: Initial conditions in kimya.

Species i ni/nH
1 Species i ni/nH

H2 0.5 H 5.0(-5)
C 1.4(-4) O 3.2(-4)
1 nH is the number density of H nuclei.

The a(b) = a× 10b format has been used

which includes direct cosmic-ray ionization reactions, cosmic-ray-induced photoreactions and inter-
stellar photoreactions. This complete network is composed by 467 species and 6174 reactions. We
have chosen a reduced subset of species and reactions (13 species and 146 reactions, see below) that
correctly reproduces the chemical evolution, but with a significantly faster time-integration. We are
most interested in reproducing the densities of OH, CO, H2O and H2, which are the most important
molecules in the ISM which dominate the molecular cooling function (see Neufeld et al., 1993, 1995).

In order to compute our (simplified) dark cloud model, we use the following selection criteria for
the reactions:

• the only ionized species are those that are formed solely of hydrogen;

• the atoms taking part in the network are only H, C, and O;

• the molecules contain at most three atoms;

• the only grain-surface reaction included is the formation of H2 due to the combination of two
atoms of H:

dnH2

dt
= 5.2× 10−17

(
T

300

)0.5

nHnHI [cm−3 s−1], (4.28)

where nH and nHI are the total number of H nuclei, associated to the dust grain density,
and the density of neutral atomic hydrogen, related to the atoms available to form a new H2

molecule, respectively.

Taking into account these considerations, we obtain a network with 13 species (H, H+, CH, CH2,
H2O, OH, CO, C, C2, O, O2, HCO, CO2) together with 146 reactions (including the formation of H2

in dust grain surfaces). We must note that, according to these criteria, direct cosmic-ray ionization
reactions, cosmic-ray-induced photoreactions and interstellar photoreactions were excluded. The re-
action coefficients are set to zero outside the temperature range in which they are valid.

We show the initial conditions for the dark cloud model in Table 4.1. The only molecule that has
a non-zero concentration at the beginning of the simulation is H2.
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We ran our simulation up to 108 yr. The results obtained are shown in columns 3 and 6 of Table
4.2. Columns 2 and 5 give the values taken from the webpage of the umist database with rate 12

(McElroy et al., 2013) evolved up to the same time as our kimya simulation.

Table 4.2: Relative densities to H2 in a dark cloud model after 108 years

Specie Density Density
log(X/H2) log(X/H2)

Rate12 kimya Rate12 kimya

H -3.60 -3.60 C -4.42 -8.43
H+ -4.91 -10.02 C2 -17.00 -12.43
CH -9.96 -10.47 O -3.55 -3.54
CH2 -3.95 -11.33 O2 -4.03 -4.19
H2O -4.33 -6.35 HCO -17.00 -11.25
OH -7.93 -7.49 CO2 -7.08 -6.94
CO -3.88 -3.55

The final concentrations of species like H, O, OH, CO, CH, and CO2 obtained in our calculations are
in very good agreement with those reported in the umist homepage. This fact is important because
these molecules are some of the most important for comparisons with astrochemical models and
observations, since they are the most abundant in the ISM and play an important role in calculating
the molecular cooling. Also, this first analysis will serve as a basis to explore and study in more
details what kind of reactions are needed in order to improve the chemical evolution of different
species.

4.5.3 Nitric oxide formed during lightning discharge

The production mechanism of nitrogen oxides by electrical discharges has been discussed by several
authors, starting with the paper of Stark et al. (1996). The velocity of the shock fronts generated by
laboratory scale discharges has been measured, and is found to be too slow to raise the air tempera-
ture up to ∼3000 K that is necessary for nitrogen fixation by the Zel’dovich mechanism (Zel’dovich &
Raizer, 1966). The freeze out mixing ratio of NOx in air has been measured directly for low pressure
discharges and is found to be of the order expected from the Zel’dovich mechanism for the gas cooling
over a timescale far longer than the duration of the shock front.

Navarro-González, McKay & Mvondo (2001a) presented an experimental study of the nitric oxide
(NO) formation during a lightning discharge. A lightning was simulated in the laboratory by a plasma
generated with a pulsed Nd-YAG laser. They presented the experimental variation of the nitric oxide
yield as a function of the CO2 mixing ratio in simulated lightning in primitive atmospheres. The
atmospheres are composed of CO2 and N2 at 1 bar, and all samples were irradiated at 20◦C from 5
to 30 min.
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Navarro-González et al. (2001b) reported an experimental assessment of the contributions of the
shock wave and the hot plasma bubble to the production of nitric oxide by a simulated lightning.
Their results provided a picture of the temperature evolution of a simulated lightning discharge from
nanosecond to millisecond time scales and quantitatively assessed the contributions of the shock wave
and the bubble to the nitrogen fixation rate on the gas target.

The experimental setup consists of a pulsing Nd:YAG laser which is focussed within an enclosure
with gas of the chosen initial chemical composition. In the focal region, an approximately conically
shaped plasma bubble is produced in each pulse. The plasma bubbles expand producing a central,
hot gas region and outwards moving shocks. After a large number of laser pulses, the chemical com-
position of the enclosed gas is analyzed (see, e.g., Navarro-González, McKay & Mvondo, 2001a). We
model this flow configuration by studying the time-evolution of hot, initially conical bubbles which
expand into an initially homogeneous environment.

In order to study the formation of NO in these experiments, we applied kimya in two different ways:
as a zero-dimensional model using the techniques presented in section 4.2 (using the experimentally
determined time-evolution of the plasma/hot air and shock wave temperatures), and a gasdynamic
model using the reactive flow equations described in section 4.4.

Zero-dimensional model

We first compute “0D” numerical simulations (i.e., single parcel models) of NO formation using a
gas with atmospheric pressure and an initial temperature of 300 K. We used a gas that was initially
composed only of CO2 and N2. We then performed a set of numerical simulations changing the initial
chemical composition of the gas, that is, changing the proportion of CO2 in the initial gas density
(χCO2 , by number). The simulations were carried out for the following values of χCO2 : 0.25, 0.375,
0.5, 0.65, 0.8, 0.9, 0.975 and 0.99.

We used the time-dependent temperature shown in Figure 4.3 for the hot air bubble and the shock
wave obtained experimentally by Navarro-González, McKay & Mvondo (2001a), then used KIMYA

to calculate the nitric oxide yield using these two temperature profiles for 3000 consecutive pulses
with a frequency of 1 Hz (one pulse per second).

The simulations have a chemical network of 11 species and 40 reactions. The reactions and the
coefficients α and γ in the Arrhenius equation (k = αeγ/RT, where T is the gas temperature), are
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Figure 4.3: Temporal evolution of the post-shock wave temperature (top frame) and the
bubble plasma/hot air temperature (bottom) obtained from a a laser-induced plasma with a
300 mJ per pulse discharge energy (see also Navarro-González et al. 2001b). The diamonds
are the experimental data, while the solid line represents the fitted curve used to run the
numerical models.
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shown in Table 4.3, columns 2, 3 and 4, respectively.

Figure 4.4 shows the number of molecules of nitric oxide formed by the laser pulse per unit energy
(of the laser) versus the initial concentration of CO2. The dash-dotted and dashed lines are the final
concentrations (after the 3000 pulses, see above) obtained for the plasma/hot air bubble (dash-dotted
line) and for the shock wave (dashed line), and the diamond symbols are the experimental mea-
suremets (with their errors) for all of the gas (bubble+shock wave) presented by Navarro-González,
McKay & Mvondo (2001a).

It is clear that for χCO2 between 0.25 and 0.95 the measured NO yields lie in between the simu-
lated yields obtained for the hot bubble and for the shock wave. However, for χCO2 ≤ 0.2 and for
χCO2 ≥ 0.95 there are significant differences between the model predictions and the experimental
results. These differences are likely to be a result of the fact that our chemical network does not
include some molecular species and/or reaction rates significant at very high or low initial values of
χCO2 .

Figure 4.4: The variation of the nitric oxide yield as a function of the CO2 mixing ratio in
simulated lightning for the experimental data (the diamonds) and the three numerical models.
The dash-dotted (plasma/hot air bubble) and dashed lines (shock wave) correspond to the
zero-dimensional model. The solid line corresponds to the hydrodynamical model (see the
next section).

Figure 4.5 shows the evolution of the plasma temperature and number densities of N, N2, N2O,
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NO, NO2, NO3, O, O2, O3, CO and CO2 for the first 18 simulated pulses. The peaks in the plasma
temperature correspond to the energy injection times (i.e., to the laser pulses, which are assumed to
produce instantaneous temperature rises). The concentrations of N2, NO, O and CO2 go up and the
concentrations of N, N2O, NO, NO2, NO3 and O2 decrease in the pulses. The NO yield has a peak
in each pulse, but after ∼ 1200 pulses it attains an almost time-independent, constant value. This is
the value that is compared with the experimental measurements.

Figure 4.5: The evolution of the plasma temperature and numerical densities of N, N2, N2O,
NO, NO2, NO3, O, O2, O3, CO and CO2 for the first 18 simulated pulses. The time is
normalized by tmax = 300.27 s.

Gasdynamic model

We also provided the reactive flow simulations using the walixce 2D code (Esquivel et al. 2010) +
kimya. The walixce 2D code solves the gas dynamic equations (see equations 4.14-4.16 in Section
4.4) in a cylindrical, two-dimensional adaptive mesh, using a second-order HLLC Riemann solver
(Toro et al. 1994). This fusion of the two codes is named walkimya-2d. To carry out the numerical
simulations, we integrate the gasdynamic equations and continuity/reaction rate equations for all of
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the species, as discussed previously in Section 4.4.

The adaptative mesh consists of four root blocks of 16 × 16 cells, with 7 levels of refinement,
yielding a maximum resolution of 4096×1024 (axial × radial) cells. The maximum resolution (along
the two axes) is of 1.95 × 10−3 cm. The boundary conditions used in the simulations are reflected
on the symmetry axis and transmitted everywhere else. The size of the mesh is large enough so that
the choice of outer boundaries does not affect simulations.

The timestep is chosen with the traditional CFL (Courant-Friedrichs-Lewy) stability condition of
the explicit gasdynamic integrater of the walixce 2D code (Esquivel et al. 2010). The same timestep
is used for the (simultaneous) integration of the chemical reaction terms with the kimya routines.

Figure 4.6: Radius of the simulated bubble versus time using different initial temperatures
for the hot cone: T0 = 7000, 12000 and 24000 K (solid, dashed and dotted line, respectively).
The symbols are the experimental data together with their respective errors.

An atmospheric pressure and temperature T = 300K were used as initial conditions. A γ = 7/5,
constant specific heat ratio was assumed. The hot plasma bubble (generated in the experiment in
the focal region of a focused laser pulse) is introduced in the center of the computational mesh, as a
hot, T0 ∼ 104 K cone of 0.25 cm (axial) length and α = 30◦ half-opening angle (the initial density
within the cone having the environmental value, and the values chosen for T0 are discussed below).
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Figure 4.7: Density (left) and temperature maps (right panel) at t = 2× 10−6 and 2×10−5 s
(as indicated on the top right of the frames of the two boxes). The left frames are the density
maps and the frames on the right (of each panel) are the temperature maps.

This high pressure cone expands, driving a shock wave into the unperturbed environment. The sim-
ulations were stopped at 2.0× 10−5 sec.

Figure 4.8: Density maps of CO2, NO, O3 and NO2 at t = 2×10−6.

In order to reproduce the time-dependent evolution of the shock wave produced by an expand-
ing, laser-generated plasma bubble, we computed simulations using initial temperatures (for the hot
cone) T0 = 7000, 12000 and 24000 K. Figure 4.6 shows the average radius of the shock wave as a
function of time, and we see that the three chosen values of T0 lead to the shock wave radii close to
the experimentally measured values (see Raga et al. 2000, and references therein). The predictions
for the chemical evolution that we present below are obtained from simulations with T0 = 12000 K.

Figure 4.7 shows density and temperature maps for two stages of the bubble evolution. The two
panels on the left correspond to density maps for evolutionary times of 2×10−6 and 2×10−5 sec, and
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the two panels on the right side are the temperature maps at the same two evolutionary times. At
2×10−6 sec, the gas which is compressed by the shock wave and a low density, inner region (with
a temperature ∼104 K) are clearly seen. At 10−5 sec, the shock wave is no longer visible, and the
central, low density region has a ∼ 1000 K temperature.

The gas is initially composed only of CO2 and N2. We compute simulations changing the initial
value of χCO2 in the same way as in the previous section to obtain densities of 11 chemical species
as functions of time. Figure 4.8 shows the density maps of CO2, NO, O3 and NO2 (left, center-
left, center-right and right panels, respectively) at 2×10−6 sec obtained from the simulation with
χCO2=0.865. The CO2 is piled up behind the leading shock, while NO, ozone and NO2 have been
formed in the inner, the hottest region of the central bubble. Notice that ozone is also weakly formed
in an extended region between the hot bubble and the shock wave.

The total NO yields obtained from the simulations are shown with the solid line in Figure 4.4. It
is clear that these yields are consistent with the experimental measurements of Navarro-González,
McKay & Mvondo (2001a) over most of the explored χCO2 range.

Finally, Figure 4.9 shows the total yield of all of the molecules included in the numerical simula-
tions. We find that for initial CO2 densities larger than 0.865, N2O, NO2, NO3 and O3 do not form,
but in environments with smaller initial CO2 and larger initial N2 densities, the formation of these
oxides is very important.

4.5.4 Scaling of the computational time

In order to illustrate the scaling of our reactive gasdynamic code as a function of number of species
and reactions, we have carried out a set of simulations similar to the ones presented in section 4.5.3.
In these simulations we change (see Table 4.4):

• the number of reactions (models M2a, M2b, M2c, M2d and M2e), but keeping the same number
of species,

• the number of reactions and species (models M3, M4, M5 and M6).

In the left panel of Figure 4.10 (and also in column 4 of Table 4.4), we show the scaled computa-
tional time as a function of number of reactions. We have scaled the computational times using to
the computational time of a purely hydrodynamic simulation (model M1, with no chemical species).
From these models (models M2a, b, c, d and e) we see an approximately linear increase in com-
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Figure 4.9: The variation of the N2O, NO2, NO3, O2, O3 and N yields as a function of the
CO2 mixing ratio in the reactive flow numerical simulations.

putational time with number of chemical reactions (left panel of Figure 4.10). For the case of 140
reactions (model M2e), the computational time is ∼ 1.8 times larger than in the case of the purely
gasdynamic simulation (model M1, see Table 4.4).

For the sequence of models with increasing number of species and reactions (models M3, M4, M5,
M6 and M2e, see Table 4.4) we obtain a rapid growth of computational time for up to 15 species,
and a slower growth from 15 to 31 species (see the right panel in Figure 4.10).

4.6 Discussion and Conclusion

We have presented the new kimya numerical code for solving chemical reaction networks. This code
was written in Fortran 90 and has subroutines and modules providing the tools to solve the kinetical
chemistry for a reaction network chosen by the user.

In order to solve the system of ODEs, we have implemented an implicit numerical solver (based on
the standard, Newton-Raphson method). This method converges for arbitrary values of the chosen
timestep.
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Figure 4.10: Left panel: computational time vs. number of reactions for the M2a, M2b, M2c,
M2d, M2e sequence (with constant number of species, see Table 4.4). Right panel: scaled
computational time vs. number of species for the sequence of models M3, M4, M5, M6 and
M2e, with increasing numbers of species and reactions (see Table 4.4).

.

We have simulated two problems of interest:

• a dark cloud model: we have computed a single-parcel model which we compare with the
previous work of McElroy et al. (2013). We find a good agreement, especially for species like
O, OH, H2O, CO, and CO2. The chemical network used for our simulation consists of 13
species: H, H+, CH, CH2, H2O, OH, CO, C, C2, O, O2, HCO, CO2, and 146 reactions.

• laser laboratory experiments of the formation of nitric oxide during lightning discharges:
we have computed single-parcel models and axisymmetric reactive gasdynamic models, and
compared the induced chemistry with the experimental study of NO formation presented in
Navarro-González, McKay & Mvondo (2001a). The models include changes in the initial chem-
ical composition of the gas, and present the chemical composition after a single laser pulse and
after 3000 pulses. We find that for initial CO2 concentrations in the 0.2 < χCO2 < 0.95 range,
we obtain a remarkably good agreement between the numerical and experimental results.

Though this second problem is not of a direct astrophysical application, it allows us to evaluate the
precision of reactive gasdynamic simulations, by comparing the final (spatially integrated) chemical
composition obtained from the simulation with laboratory measurements.
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We find that for a benchmark model which includes 11 chemical species and 40 chemical reactions,
our code solves a single timestep in ∼3.9×10−5 s. We find that the speed of our algorithm is sufficient
for combining it with a multi-dimensional gasdynamic (or magnetohydrodynamic) code, in which the
chemical evolution must be solved in 104 − 109 computational cells.

Thus, kimya can be used to solve a chemical reaction network for a “single parcel” model. Also,
the code can be integrated in a full gasdynamic (or magnetohydrodynamic) simulation, computing
the temporal evolution of the chemical species. The most simple possible implicit timestep (see
Section 4.2) carried out by kimya gives a short computational time which results in only relatively
moderate (∼ factor of 2, see section 5.4) increases over “non-reactive” hydrodynamic simulations
(without a chemical network). The kimya code is efficient and can handle a complex set of chemical
reactions that can be used in interstellar chemistry, planetary atmospheres, combustion and detona-
tion experiments, air pollution studies, among others.

Although the main utility of the code is to model different phenomena in the ISM, it can also be
used in other areas (see above). We find that comparisons between the numerical simulations and
experiments (see section 4.5) show good agreement. As far as we are aware, this is the first time that
an astrophysical reactive gasdynamic code has been tested with laboratory experiments. This test
gives confidence that our code is working properly. The experimental results we have described here
could be used to test other reactive flow codes.

In order to make kimya more user friendly, we are planning to include an automatic chemical
network generator. The code will then write the rate equations and the elements of the jacobian
matrix directly from the reactions chosen by the user. Also, we will develop procedures for defining
the set of reactions, choosing the more representative reactions for a particular problem and limiting
the number of species. This is not an easy task, and a substantial effort must be made to find the
best way to do this (Wiebe, Semenov & Henning (2003) and Grassi et al. (2012) for the case of
astrochemical networks).
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Table 4.3: Gas phase reactions used to model the NO formed during lightning discharge.

No. Reaction α γ [kJ]
1 N + N + M → N2 + M 2.6×10−33 -3.7
2 N + O + M → NO + M 2.6×10−33 -3.1
3 N2 + M → N + N + M 8.5×10−4 1102.2
4 N2 + e → N + N + e 8.1×10−13 0.
5 NO + M → N + O + M 3.1×10−9 628.5
6 NO + N → N2 + O 3.2×10−11 1.4
7 NO + O → N + O2 1.2×10−11 169.7
8 NO + O + M → NO2 + M 7.0×10−33 -5.7
9 NO + NO + O2 → NO2 + NO2 3.3×10−39 -4.4
10 NO + O2 + M → NO3 + M 5.7×10−41 1.8
11 NO + NO → N2 + O2 2.5×10−11 254.9
12 NO + NO → N2O + O 4.5×10−12 267.7
13 NO + O3 → NO2 + O2 2.3×10−12 11.7
14 NO2 + M → NO + O + M 1.2×10−12 117.3
15 NO2 + O → NO + O2 5.8×10−12 0.7
16 NO2 + O + M → NO3 + M 1.7×10−33 -8.7
17 NO2 + N → N2O + O 5.8×10−12 -1.8
18 NO2 + O3 → NO3 + O2 3.2×10−13 22.1
19 NO2 + NO2 → NO + NO + O2 2.7×10−12 109.3
20 NO2 + NO2 → NO3 + NO 5.7×10−12 96.4
21 NO3 + M → NO + O2 + M 4.5×10−13 17.6
22 NO3 + O → NO2 + O2 1.0×10−11 0.
23 NO3 + NO → NO2 + NO2 4.8×10−12 -3. 6
24 NO3 + NO2 → NO + NO2 + O2 1.5×10−13 13.3
25 N2O + M → N2 + O + M 3.5×10−10 220.6
26 N2O + O → N2 + O2 2.6×10−10 118.8
27 N2O + O → NO + NO 1.4×10−10 114.4
28 N2O + NO → N2 + NO2 3.6×10−10 211.5
29 O + O + M → O2 + M 1.7×10−34 -6.0
30 O + O2 + M → O3 + M 9.2×10−35 -4.3
31 O2 + M → O + O + M 5.0×10−7 493.0
33 O2 + e → O + O + e 4.3×10−11 0.
34 O2 + N → NO + O 1.5×10−10 63.1
34 O3 + M → O2 + O + M 1.2×10−9 95.5
35 O3 + O → O2 + O2 1.2×10−11 17.6
36 O3 + N → NO + O2 5.7×10−13 0.
37 CO2 → CO + O 1.3×10−9 -424
38 CO + O → CO2 1.7×10−33 -12.5
39 CO2 + N → NO + CO 3.2×10−13 -1710.
40 O + CO2 → O2 + CO 2.46×10−11 -220.
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Table 4.4: Numerical Models

Model Number of Number of Scaled
Model species reactions time
M1 0a 0 1.0
M2a 31 10 1.11
M2b 31 50 1.31
M2c 31 75 1.38
M2d 31 100 1.62
M2e 31 140 1.82
M3 2 1 1.24
M4 5 6 1.26
M5 15 47 1.73
M6 19 82 1.75
M2e 31 140 1.82
a Solving only the hydrodynamic equations.
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Chapter 5

Modelling the CO streamers in the Orion
BN/KL region

To be send to Monthly Notices of the Royal Astronomical Society in July 2019. P.R. Rivera-
Ortiz, A. Castellanos-Ramírez,A.C. Raga, R. Navarro-González, L. Hernández-Martínez, J. Cantó,
F. Robles-Valdez, A. Esquivel & L. Zapata

In this chapter we present numerical simulations of reactive flows for CO streamers observed in
OMC1 Orion BN/KL. We have considered 15 chemical species, a cooling function for atomic and
molecular gas, and the gas heating through the cosmic rays. Our numerical simulation explore different
ejection velocities, interstellar medium densities, and the CO contents. Using the CO density and
temperature, we have calculated the CO emissivity for every cell in our axisymmetric simulation, and
we have built CO maps and PV diagrams that allow us to see the region in the streamer where the
emission of CO is more important. We found that the peak of the CO emission is related with the
ambient density and this peak is located at ε = 0.6 times the length of the streamer, at t < 300 yr and
this value increases in the older streamers, i.e. for ages larger than 500 yr, the peak of CO emission
is at 75% of the finger length.

5.1 Introduction

The BN/KL region, which has a great diversity of molecules, is located behind the Orion Nebula
(at a distance of 414 pc from the Sun). This region has a breaking-up multiple stellar system (Ro-
driguez et al., 2017), a peculiar outflow with about 200 filamentary structures, known as “fingers”,
detected in H2 emission (Bally et al., 2015) and a system of “streamers” in CO emission (Zapata et
al. (2009)). These three components seem to have been originated in the same ejection event approx-
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imately 500 yr ago and could have been caused by a stellar merger or the dynamic rearrangement of
a non-hierarchical system of young, massive stars or proto-stars. Strong evidences supporting this
model were presented by Zapata et al. (2009), Bally et al. (2011) and Goddi et al. 2011, such as the
velocities of the runaway stars that were presumably ejected from the same origin as the system of
fingers and streamers.

The Orion BN/KL fingers were discovered by Allen & Burton (1993) as H2 2.1 μm features ema-
nating outwards from the central region of OMC-1 and terminating in a series of Herbig-Haro (HH)
objects, which had previously been observed as [O I] 6300 Å, high-speed “bullets” by Axon & Taylor
(1993). On the other hand, other observational studies present other properties that can help to
constrain the physic of the fingers, i.e. kinematics of the H2 emission features has been studied with
Fabry-Perot observations by Chrysostomou et al. (1997) and Salas et al. (1999) and the proper
motion measurements was presented by Bally et al. (2011), as well as the proper motions of some of
the optically detected bullets have also been presented by Doi et al. (2002).

Following Bally (2011 and 2015), there are about 200 H2 fingers, which are longer to the NW and
shorter to the SE and SW. Very few weak features to the E and NE. The longer fingers have a length
of ∼ 50000 au (using the distance of 414 pc obtained in Menten 2007) and diameters between 800 to
3200 au. The shorter filaments are narrower, more numerous, and tend to overlap. The heads of the
H2 fingers (seen in H2 and [Fe II] IR lines and optically as HH objects, see above) have diameters
∼ 40 → 400 au. The well defined, longer filaments, have velocities of ∼ 350 km s−1 (derived from
the radial velocity and proper motion measurements) .

The lengths and velocities of the fingers are consistent with an origin in a single ejection event
(for all fingers) that occurs ∼ 500− 1000 yr ago. However, there is evidence of a substantial braking
of the motion of the heads of those fingers over their evolution (Bally et al. 2011). An estimation
of the total kinetic energy of the fingers is about 1046 → 1047 erg, which can be interpreted as an
estimation of the energy of an “ejection event” that gave rise to the present-day fingers.

This region also has an extended CO outflow which was first detected in single-dish observations
by Kwan & Scoville (1976). In more recent using a interferometric observations, this outflow has
been resolved into a system of CO “streamers” (Zapata et al. 2009, Bally et al. 2017). The CO
streamers show a more isotropic direction distribution than the H2 fingers, with several streamers
with infrared emission due of the J=2→1 rotational transition in CO molecule, into the NW. The
total mass moving with velocities larger than 20 km s−1 is the ∼ 8 M� (Bally et al. 2015 and
references therein). In order to propose a mean mass in each of the fingers, one can assumed that
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all the fingers has the same mass, therefore dividing total mass in this region by the ∼ 200 observed
fingers, and one can obtain the mass per finger ∼ 0.04 M�.

Many of the CO streamers partially coincide with the H2 fingers but they do not reach out to the
position of the optical bullets at the tip of the fingers. Typically, the CO emission of the streamers
fades away at a fraction 0.3 − 0.7 of the length of the corresponding H2 fingers. The CO streamers
are barely resolved with the ALMA interferometer, with widths of 400 → 800 au (Bally et al. 2017).
Therefore, the CO streamers are shorter and narrower than the H2 fingers by factors of ∼ 2. As some
of the fingers and the streamers are spatially coincident and have different widths, it can be argued
the CO emission is produced inside the H2 fingers.

The radial velocities show a quite dramatic pattern of mostly red-shifted CO streamers to the W
and SW, blue-shifted streamers to the N and E, and intermixed blue and red-shifted streamers to
the NW. Also, the CO streamers have very dramatic “Hubble law”, linear radial velocity vs. dis-
tance signatures, which are also in a good agreement with a simultaneous ejection ∼ 500 yr ago
(see Zapata et al. 2009). These “Hubble law” velocity vs. distance signatures indicate that the CO
emitting material has not suffered substantial braking. The peak radial velocities (at the tip of the
CO streamers) have values of less than ∼ 120 km s−1, corresponding to approximately 1/2 of the
fastest spatial motions of the H2 fingers (of ∼ 350 km s−1, see above).

The environment that surrounds the OMC1 outflow is a dense molecular core. Oh et al. (2016)
analyzed the extinction and the overall angular spread of the H2 emission and they proposed a lower
density, in this molecular core, is ∼ 105 cm−3. From the CO emission, Bally et al. (2017) found
an environment density between 106 and 107 cm−3, assuming a XCO = 10−4 CO fraction, and a
background temperature of 10 K. Lower values of XCO would lead to higher estimates of the envi-
ronmental density.

In this chapter we present preliminary results of our numerical models to explain the molecular
structure in Orion BN/KL. This chapter presents the numerical simulations set up in Section 2 using
Walkimya-2D code described in chapter 3 and in Castellanos-Ramirez (2018). In section 3, we
present a CO emission analysis and finally, the contribution of these models to our understanding of
the Orion BN/KL region are discussed in section 4.
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5.2 Numerical simulation

We have computed 2D numerical simulations using Walkimya-2D code. The code solves the hydro-
dynamic equations and chemical networks, called reactive flows, on a axysymmetric numerical code,
a completed description for the code is presented in Castellanos-Ramirez (2018) and Rivera-Ortiz
et al. (2019). The chemical network tracks the abundances of 14 chemical species: non-equilibrium
evolution of C, C2, CH, CH2, CO2, HCO, H2O, O, O2, H+, H−, H and via conservation laws H2, CO
and OH are calculated. The selection of this network of species and their involved reactions is such
that can explain the CO abundances in other astrophysical comparisons (Castellanos-Ramírez et al.
2018).

The complete set of equations for a reactive flow is explained in Castellanos-Ramirez (2018) and
one can then write for a 2D flow as:

∂U

∂t
+

∂F

∂x
+

∂G

∂y
= S, (5.1)

where the vector U contains the so-called conservative variables: ρ, T and P , u and v are the velocity
in the x and y direction (respectively), F and G contain the fluxes in x and y directions, respectively
and S is the source vector. We also included the reaction rates for each of the chemical species and
the thermal energy gain and loss due to interaction with the radiative field and latent heat of the
chemical reactions and/or the internal energy of the molecular, atomic or ionic species. These source
vectors also include the appropriate geometrical terms for an axisymmetric flow.

The energy equation includes the cooling function described by Raga & Reipurth (2004) for atomic
gas and for lower temperatures, T < 5280 K, we have included the parametric molecular presented
in Kosińsky & Hanasz (2007),

Λmol(T ) = L1 · T ε1 + L2 · exp
(
− c∗
(T − T∗)ε2

)
, (5.2)

where L1 = 4.4× 10−67, L2 = 4.89× 10−25, c∗ = 3.18, ε1 = 10.73, ε2 = 0.1 and T∗ = 1. K. The total
radiative energy for temperatures lower than 5280 K is given by, Lrad,mol = ngas·nCO∗Λmol(T ), where,
ngas and nCO are the number densities of the gas and the CO molecule, respectively. The cosmic ray
ionization rate of atomic hydrogen is Γcrp = 5× 10−28nH, see Henney et al. (2009). Finally, the ther-
mal pressure is given by, P = (n+ ne)kT , where n is the total density (i.e. molecules+atoms+ions)
and ne is the electron density.

The dynamics of a single clump which moves in a homogeneous medium was simulated, with
number density na. The adaptative mesh used 7 levels of refinement, yielding 4096× 1024 (axial ×
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Figure 5.1: Snapshots from the numerical simulations showing the number density. Each pair
of panel compares two models with initial velocity of 500 km s−1 and with interstellar medium
density of 105 (up) and 107 (down) cm−3 at t = 200, 300 and 400 years.
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radial) cells, in a computational domain of 48000× 12000 au. Therefore, the maximum resolution of
the simulations is 11 au per pixel. We used a reflective boundary condition for the symmetry axis
and a free outflow boundary condition for all the other frontiers. The size of the mesh is large enough
so that the outer boundaries do not affect the simulation. Similarly to Bally et al. (2015), we model
fast, and homogeneous (in density and temperature) clumps to generate a CO streamer. The clumps
were simulated as gas spheres which are ejected from 500 AU at the left side of the simulation box
with:

• a velocity vcl = 300− 500 km s−1,

• a radius rcl = 50 au (in the range of sizes observed for the heads of the H2 fingers),

• a mass Mcl = 0.03 M�, resulting in an initial number density of H2 molecules of ncl ∼
1010 cm−3,

• a temperature Tcl = 30 K.

These parameters are consistent with the H2 and CO observations of the fingers/streamers system
discussed in previous sections.

In all our simulations, we assumed a computational domain initially filled by an homogeneous,
stationary ambient medium with temperature Ta =100 K and we ran models with different densities,
na, as they are presented in Table 5.1. The ejection velocity, v0, is a free parameter in our numerical
simulations. We have selected a range of densities that coincide with those proposed by observations,

• H2 number densities in the range na = 105 − 107cm−3,

• a Ta = 100 K temperature.

We have ran 9 numerical simulations using different clump initial velocity and ambient density
values. In Table 5.1 we present the numerical models physical conditions. For the both the clump
and the environment, we assumed, initially, that H is fully in the form of H2 and the CO density is
nCO = 1.6 × 10−4nH (where nH is the density of H nuclei), assuming that all O nuclei are in the
form of CO.

Figure 5.1 shows the number density slices for the models D5V5 and D7V5 (upper and bottom
panels, respectively) at evolutionary times 200, 300 and 500 yr (top, middle and bottom panels,
respectively). As we can expect, clumps moving in denser environments have a larger deceleration
and higher mass-loss than clumps moving in less dense ambients. After 500 years, the clump evolving
in a interstellar medium of 105 cm−3, the model D5V5, has traveled, at least, about 90 % of the
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Table 5.1: Physical initial conditions of the numerical simulations

Model ISM Clump
na vcl

[cm−3] [km/s]
D5V3 105 300
D6V3 106 300
D7V3 107 300
D5V4 105 400
D6V4 106 400
D7V4 107 400
D5V5 105 500
D6V5 106 500
D7V5 107 500

simulation box, and the head of the finger, the clump, keeps its form decreasing the gas density of the
clump. Behind of the head, the gas expelled from the clump surface and dragged from the ambient
forms a molecular tail. However, the clump evolving in a higher density ambient, with a number
density of na = 107 cm−3, travels only during 200 yr without change its initial density structure.
After this time the density is adjusted to the plasmon structure (see DA and Rivera-Ortiz et al.
2019). This increases the clump cross section, rapidly enlarging the clump deceleration.

Part of the gas expelled by the clump reaches temperatures between tens and hundreds of thou-
sands Kelvins. With this temperature the molecules are dissociated and one would not expect CO
emission from the clump expelled material. Additionally, the interaction between the bow shock and
interstellar medium is another source of molecular dissociation. The supersonic motion of the clump
produce a frontal shock wave, which modifies the interacting interstellar medium propierties. The
interstellar medium shocked temperature, density and velocity increase and can reach temperatures
of some hundred thousands kelvins, for shocks with velocities of ∼100 km s−1. However the velocity
of the bow shock with respect to the interstellar medium has a maximum value on the front of the
clump and the relative velocity between the shock and the interstellar medium has its lowest value in
the transverse direction (R) of the propagation of the stream. In this point, the bow shock velocity is
approximately the local sound speed velocity ∼ 10 km s−1, and the temperature of the shocked gas
is only a few hundred of kelvins, where the molecules of the interstellar medium are not dissociated
by the bow shock interaction.



86 CHAPTER 5. MODELING THE CO EMISSION

5.3 The CO emission of the streamers

The intrinsic emissivity is obtained directly from the hydrodynamical simulations by integrating the
CO emissivity a given line of sight. We obtained the CO emission coefficient in each of the numerical
cells using the CO density and the temperature of the gas, in the emission coefficient equation,

jCO2→1 =
1

4π

g1
g2

nCO · e
−ECO2→1

kTab ACO2→1ECO2→1 , (5.3)

where, g1 = 3 is the gaunt factor and g2 =
∑N

i = e−TlevCO/T (i,j), TlevCO =0.0, 5.53, 16.60, 33.19,
55.32, 82.97, 116.16, 154.87, 199.11, 248.87, 304.16, 364.97, 431.29, 503.13, 580 K, ACO,J=2−1 =

7.16× 10−7 s−1 is the spontaneous emission coefficient, ECO,J=2−1 = hνCO,J=2−1 is the energy of the
transition, νCO,J=2−1 = 230.538 GHz and h is the Planck’s constant.

To avoid the detailed radiative transfer calculation, we have to estimate the clump optical depth
using its cross section σCO and number density nCO as,

τ = ΔlnCOσCO. (5.4)

The optical length Δl is such that satisfies

Δl

(
dvr
dl

)
= vt, (5.5)

where dvr/dl is the derivative of the relative speed vr along the line of sigth l for an emitting source
with thermal speed vt.

For an homogeneous source of size Rc, constant relative speed and temperature, a zero-order
approximation can be made,

dvr
dl

=
vr
Rc

. (5.6)

This leads to an optical length,
Δl =

vt
vr

Rc. (5.7)

The optical depth τ for the CO molecule can be computed. Assuming a constant temperature
10 K and a size Rc = 50 au, which corresponds to a vt = 0.13 km s−1. This is significantly inferior
to the ejection velocity of the clump of vr ∼300 km s−1.

Also, we use a typical cross section σCO = 10−15 cm2 and a CO number density related to the total
n(H2) as nCO = 10−4n(H2), with n(H2) = 109 cm−3. This gives an optical depth of τ ∼ 60. This
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Figure 5.2: Snapshots from the numerical simulations showing the integrated CO emission
and the gas number density. The panels are showing the evolutionary times 100, 200 300 and
400 yr top, top-middle, bottom-middle, bottom, respectively, for D5V5.
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can be used to assume an optically thick CO emission, and avoid the detailed radiative transfer.

Figure 5.2 shows the integrated CO emission in a map of 512×128 pixels in the horizontal and
vertical axis, respectively. The CO emission, in erg cm−3 s−1 Hz−2, is coded by the colos scale as
is shown in the color bar at the top of the map. The white contours follow the gas density. In this
figure we have showed the emission maps at t=100, 200, 300 and 400 yr, from the top to the bottom
panel, respectively. As one can see, the CO emission is not coinciding with the leading clump but it
is associated to its tail. However, it has its maximum in the middle of the streamer where some part
of gas lost by the clump has interacted with the shocked interstellar gas. The gas, that crosses the
bow shock, which moves at a few tens of kilometers per second velocity and moves almost transverse
to the direction of movement of the clump, is not dissociated and also is not obscured due to the high
density, as it happens in the clump head and the tail. Therefore, the larger CO emission is predicted
at the middle of the stream.

We have also integrated the CO maps and obtained the total CO emission as a function only of the
Z-coordinate, in our numerical simulations. Figure 5.3 shows the CO emission J=2 → 1 in Jansky
as a function of the moving material length, for the evolutionary times 100, 200, 300, 400, 500, 600
and 700 yr for the model D6V3. In this figure, the size of the symbols sizes are related with the
total emission (also the colors), the larger symbols are for the higher emission values. Note that the
gas with velocities smaller than the local sound speed is not considered. One can see that the CO
emission reaches the maximum value at about the middle of the finger total length, and the velocity
of the streamer is a linear function of its length up to 0.6 times the finger length such as a Hubble
type law. The slope of this linear relationship is lower as the evolutionary time increases. On the
other hand, in the region with CO emission, the velocities are slower than the initial velocity of the
clump, 300 km s−1, and in the 600 yr track, the fastest parcel of gas with CO emission has a velocity
of around 200 km s−1.

On the other hand, we can see the maximum value of the CO emission for the model D6V3 at
t=500 yr located about 0.075 pc and the maximum length of the CO streamer is ∼ 0.125 pc, so the
ratio between the maximum and total length of the CO streamer, that we called ε, is 0.6. We have
calculated ε for the models D5V3, D6V3, D7V3, D5V4, D6V4, D7V4, D5V5, D6V5 and D7V5. At
evolutionary time, t, of 500 yr the model D6V4 and D6V5 have a ε value of 0.75 and 0.77, respectively
being 0.16 and 0.20 pc, the length of the CO streamers. That is, the ejected clumps with higher
ejected velocities, as one can expect, have longer CO streamers, in addition to having larger ε values.

To compare our numerical simulations with the observations directly we have created a synthetic
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Figure 5.3: The integrated CO emission versus velocity of the gas. The colors represent the
CO, J=2 − 1 emission in Jansky. The evolutionary time at 100, 200, 300, 400, 500, 600 and
700 yr for the model D6V3 is presented. The size of the symbols decrease for lower emissions
and it is zero if the gas velocity is lower than the local sound speed.

Position-Velocity diagram, rotating the axi-symmetric simulation around the symmetry axis to create
a 3D mesh. Then, we assumed a projection angle with respect to the plane of the sky and integrat-
ing along the line of vision, obtained a position-velocity diagram for the model D7V5 at t=600 yr
presented in Figure 5.4. It presents the emission in a color scale as a function of the material at a
distance P from the simulation origin, and relative velocity V to the observer.

This synthetic PV diagram has three characteristic features: the emission of the leading clump,
a strong extended across the position axis emission, and a linear streamer emission disconnected
of the clump. This is very similar to the observed PV-diagram (Figure 5.5 in Bally et al., 2017),
which presents the overlapping emission near the position axis, and the linear Hubble type law along
streamers. There are no reported observations of emitting clumps. This can be explained if clumps
have a small CO fraction. Using models with a CO fraction 10−3 the canonical value of the CO
fraction 10−4, we can reduce the clump emission in the PV-diagrams. This suggests that the dia-
gram presented by Bally et al. (2017) could present very weak emitting clumps that are not reported.

Figure 5.6 shows the ratio between the position of the CO emission maximum and the total length
of the CO streamer, ε, as a function of time. The solid, dashed and dotted lines in this figure are the
models with the ambient density 104, 105 and 106 cm−3, respectively. The upper, middle and bottom
panels present the models with ejection velocities 300, 400 and 500 km s−1. This figure shows that
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Figure 5.4: Synthetic position-velocity diagram for the model MV at 600 years. The vertical
and horizontal axes are in km s−1 and 103au. The color bar is in log(erg cm−2 s−1 sr−1)

Figure 5.5: Observed position-velocity diagram (Bally et al., 2017)
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in models with the ambient gas density 104 cm−3 the ε ratio changes with the evolutionary time.
At early evolutionary times, ε ∼ 0.5, that implies that the CO emission maximum value is located
around the middle of the H2 finger. The value of ε grows with the age of the streamers. However, in
the models with the ambient gas densities 105 and 106 cm−3 ε has a value around ∼ 0.8.

5.4 Discussion

In this chapter, we have presented our preliminary results of the numerical models of the CO stream-
ers in the Orion BN/KL region. We have carried out numerical simulations of reactive flows, using
the Walkimya code to model the CO emission observed in the Orion BN/KL streamers. Our nu-
merical simulations considered 14 chemical species, a cooling function for atomic and molecular gas,
and the heating through the cosmic rays. We have used different ejection velocities, densities of the
interstellar medium and the amount of CO in the interstellar medium.

Using the CO densities and temperatures obtained in the simulations, we have calculated the CO
emissivity for every cell and built CO maps which allow us to see the region in the streamer where
the CO emission is produced. Using our numerical simulations we have found that the CO emission
is coming from the interstellar medium gas shocked by the bow shock in the back of clump where
bow shock sweeps the medium with a few tens of km s−1. The CO streamers emission is smaller
that the fingers, as is observed in the Bally et al. (2017), as well as the maximum peak of the CO
emission is near to the total length of the CO streamers. The length of the CO emission, as one can
expected, increase as a function of time, however in the front part of the CO streamer, the emission
falls down rapidly.

An important CO emission is coming from the interstellar medium crossing the bow shock where
the crossing velocity is not large enough to strongly increase the gas temperature. The shock wave
velocity in the transverse direction is not larger than 10 km s−1 and the temperature of the swept
up gas is less than 1000 K. Therefore, the molecular species are not dissociated. Finally, we have
calculated the PV diagrams and found a characteristic Hubble type law for the CO streamers as a
function of the distance from the origin center.
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Figure 5.6: The ratio between the position of the maximum in the emission of CO and total
length of the CO finger. The solid, dashed and dotted lines are the models with interstellar
medium density of 104, 105 and 106 cm−3, respectively, and the upper panel present the epsilon
values for the models with ejection velocity of 300 km s−1, the middle panel shows the model
with ejection velocity of 400 km s−1 and the models with ejection velocities of 500 km s−1 are
presented in the bottom panel.
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Chapter 6

Conclusions

Along this work we have studied the region Orion BN/KL and the close encounter event that is asso-
ciated to its formation. We assume an encounter 544 years ago between sources I, BN and n, related
to the ejection mechanism of the clumps that generated the filamentary structure of the region. We
summarize our results revisiting the particular goals presented in Chapter 1:

• Analyze the dynamics of a dense and high velocity clump

The dynamics of a dense clump ejected was explored in Chapter 2. Through numerical simula-
tions, we have reproduced the motion of a spherical clump thrown into the interstellar medium.
The plasmon derived by De Young & Axford (1967) was used as a first attempt to explain the
motion of the clumps. Nevertheless, the model did not reproduce our numerical simulations
after ∼ 100 years, mostly by the evaporation and fragmentation of the gas. We have performed
the plasmon model derived by De Young & Axford (1967), adding a mass loss rate per unit
area that is proportional to the density and the sound speed of the ejected clump. This leads
to interpret mass as a function of the plasmon velocity related by a constant, α. α is a friction
coefficient, and it depends on the density contrast, between the plasmon and the surrounding
environment. Several numerical simulations were performed in the comparison between the
results of these and the analytic models help us to validate our analytic model. We found
several differences between the constant mass plasmon and the losing mass model: The life-
time obtained from the simple plasmon model is greater than that expected by our losing mass
considerations. The deceleration obtained by this method is more likely to be responsible for
the age discrepancy in astronomical flows as the Orion fingers. Also, a plasmon with greater
ejection speed has a shorter lifetime, which can be observed on simulations, as well. The final
length of a plasmon is not related to its shape and depends on the initial conditions of the
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plasmon.

• Explain the deceleration of the H2 fingers, in order to justify the assumption of an
origin in a single ejection event

In Chapter 3, we applied the observational data of the Orion fingers obtained by several au-
thors to a loosing mass plasmon model, more consistent with the observable constraints of
the Orion Fingers. We used the model to obtain the ejection conditions of the single ejection
event, constraining the parameters of the explosion in: the size, the ejection velocity and the
initial mass of each clump. Even so, it is necessary to complete the observational data, since
we have used only the projected information for the region, and spectroscopic information is
required to obtain the real length and velocity of the fingers. However, this model can explain
the deceleration of the outflow, making plausible to explain that the clumps were expelled in
a single event, with masses, energy and velocities in the range of expected values. And, using
our model, we found that the lifetimes of the clumps observed in Orion are close to the age of
the injection event, which implies that some fingers could have ended their lives with a finite
mass. This would explain the H2 emission with no proper motion and that some CO streamers
are not related to H2 fingers. But the model does not explain the CO emission nor the fact
that the CO streamers follow a Hubble type law that has no deceleration.

• Implement a chemical network solver in hydrodynamical simulations

In Chapter 4, we have presented the new kimya numerical code, which can be used to solve
chemical reaction networks. This code was written in Fortran 90 and has subroutines and
modules providing the tools to solve the kinetical chemistry for a reaction network chosen by
the user. In order to solve the system of ODEs, we have implemented an implicit numerical
solver, based on the standard, Newton-Raphson method. This method in principle converges
for arbitrary values of the chosen timestep. In order to test the code we have simulated two
problems of interest:

– a dark cloud model

– laser laboratory experiments of the formation of nitric oxide during lightning discharges

Though this second problem is not of direct astrophysical application, it allows us to evaluate
the precision of a reactive gasdynamic simulation, by comparing the final (spatially integrated)
chemical composition obtained from the simulation with laboratory measurements. We find
that for a benchmark suite solving 11 chemical species and 40 chemical reactions, our code
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solves a single timestep in ∼3.9×10−5 s. We find that the speed of our algorithm is sufficient
for combining it with a multi-dimensional gasdynamic (or magnetohydrodynamic) code, in
which the chemical evolution must be solved in 104 − 109 computational cells.

Although the main utility of the code is to model different phenomena in the ISM, it can
also be used in other areas. We find that comparisons between the numerical simulations and
experiments are in good agreement. As far as we are aware, this is the first time that an
astrophysical reactive gasdynamic code has been tested with laboratory experiments.

The kimya code is efficient and can handle a complex set of chemical reactions that can be
used in interstellar chemistry, planetary atmospheres, combustion and detonation experiments,
air pollution studies, among others.

• Reproduce the observed characteristics of the CO streamers using numerical sim-
ulations

In Chapter 5, we assumed that the CO streamers are formed by the same clumps that form the
H2 fingers. To probe this, we use our numerical code to estimate the CO abundance conditions
that can explain observations. We have carried out numerical simulations of reactive flows,
using the code Walkimya-2D to model the CO streams observed in OMC1 Orion BN/KL.
Our numerical simulations considered 14 chemical species, a cooling function for atomic and
molecular gas, and the heating through the cosmic rays. We have used different ejection ve-
locities, density of the interstellar medium and the amount of CO in the middle. Using the
CO density and temperature, we have calculated the CO emission for every cell in our axisym-
metric simulation, and we have built CO maps that allow us to see the region in the stream
where the emission of CO is more important. In our numerical simulation, we have considered
a different molecular content in the medium as the clump, because the clump has a density
higher than the environment, the number of CO molecules in the clump and in the material
that this loses, is higher compared to the CO of the environment, attenuating the emission and
it is not possible to observe the emission of CO from the gas this region of the stream.

Using the CO emission maps and PV diagrams, we can conclude that the CO emission is com-
ing, mainly, by the interstellar medium that crosses the shock wave and moves perpendicular
to the direction of the motion of the clump. The shock wave velocity there is not larger than
10 km s−1 and the temperature of the swept up gas is less than 1000 K, therefore the molecular
species are not dissociated. Using our numerical simulations we have found that the CO emis-
sion is coming from the interstellar medium gas shocked by the bow shock in the back of the
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clump where the velocity with which the bow shock sweeps the medium is a few tens of km s−1.

We found that the peak of the CO emission is related with the ambient density the relation
between the radius and velocity from the source (radius zero) is from 0.6 times of the length
of the stream, at t < 300 yr and this value increase in the older streams, with ages larger than
500 yr, when ε = 0.75.

Also we have reproduced PV diagrams from the simulations and found the characteristic Hub-
ble law of the CO streamers as a consequence of the excitation of the material swept up by the
decelerating clumps that generate the H2 fingers.

Currently, the effect of the dust is being explored. The inclusion of the dust in the dynamics of
a plasmon can restrain even more the ejection conditions. Qualitatively, the same density contrast
between a clump and the environment would lead to a smaller size if we consider the same initial
mass. Also, the chemistry would be affected by the gas-dust reactions and the sublimation of chem-
ical species produced by the shocks. One of the future objectives is to quantify the total effect of
the dust in the region and its influence in the dynamics, chemistry, deviation, fragmentation and
instabilities of the molecular material. Also, in the future, we plan to explore the motion of a clump
in a variable density environment and the effect on the dynamic history.

Then, the losing mass plasmon model can be used in another explosive events, such as DR21 and
G5.89, to find the ejection conditions and the energy involved in the explosion. The analysis of more
regions like those, can give a more precise idea of the duration and contribution of the event in the
enrichment of the interstellar medium.

Finally, even when we have proposed a dynamic model and a chemical network solver that can
be used in several astrophysical contexts, the precise mechanism that led to the decay of the stellar
cluster and the formation of the filamentary outflow remains unknown. Then, a model that can
explain the ejection of clumps as the result of the close interaction of star forming objects is still
necessary.
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Appendix A

Speed of sound

Consider a supersonic flow with velocity v2 and density ρ2 interacting with a medium at rest with
density ρ1. The interaction produces two shocks S1 and S2 (see Figure (A.1)). Between the shocks
there is a growing region that has an uniform velocity vc and a uniform pressure P. S1, the forward
shock, moves with velocity vS1 and runs into the medium at rest, accelerating it to the velocity vc,
while S2, the reverse shock, moves with velocity vS2 into the impinging flow decelerating it to the
same velocity vc. The region has two parts: one has density ρ′2 and temperature T ′

2 and is filled by
shocked flow 2, while the other part is filled by shocked medium 1 and has density ρ′1 and temperature
T ′
1. Note that the pressure of both regions is however the same. These two regions are separated by

a contact discontinuity C. We further assume that the shocks are strong and parallel. On a frame
of reference moving with shock S2, we can write,

ρ′2 =
γ + 1

γ − 1
ρ2, (A.1)

v
′
2 =

γ − 1

γ + 1
(v2 − vS2) = vc − vS2, (A.2)

and
P =

2

γ + 1
ρ2(v2 − vS2)

2, (A.3)

where v′2 is the post-S2 shock flow velocity in this frame of reference and γ is the ratio of specific heats.

Now, in a frame of reference that moves with shock S1, the jump conditions across the shock gives,

ρ′1 =
γ + 1

γ − 1
ρ1, (A.4)
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S2 S1c

ρ2 ρ′2 ρ′1 ρ1

T ′
1T ′

2V2

Vs2

Vs1

Vc

P

Figure A.1: Scheme of the flow configuration produced by the interaction of a highly super-
sonic flow 2 with a gas at rest 1.

v
′
1 =

γ − 1

γ + 1
(−vS1) = vc − vS1, (A.5)

and
P =

2

γ + 1
ρ1(−vS1)

2, (A.6)

where v′1 is the post-S1 shock velocity in this frame of reference.

From (A3) and (A6) we find
v2 − vS2 = β vS1, (A.7)

where β = (ρ1/ρ2)
1
2 .

Combining (A7) with (A2), (A5) and (A6) we find

vc =
v2

1 + β
, (A.8)
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vS1 =
γ + 1

2(1 + β)
v2, (A.9)

vS2 =
2 + β(1− γ)

2(1 + β)
v2, (A.10)

P =
γ + 1

2(1 + β)2
ρ1v

2
2. (A.11)

Finally, the isothermal sound speed behind shock S2 is,

c2 =

√
P

ρ′2
, (A.12)

c2 =

(
γ − 1

2

)1/2 ( β

1 + β

)
v2, (A.13)

where we have used (A1) and the definition of β.

We can use Eq. (A12) to estimate the sound speed of the gas that was left behind by the reverse
shock (shock S2); that is the sound speed inside the plasmon. For this, we identify the impinging
flow in the model presented in this Appendix with the original clump. So, if v0 and ρcl are the launch
velocity and density of the clump respectively, then, we take, v2 = v0, ρ2 = ρcl and ρ1 equal to the
density of the ambient medium through which the plasmon is moving ρa. Then, c2 will be the sound
speed inside the plasmon c, while vc (from equation(A8)) will be the initial velocity of the plasmon
v0. Substituting in Eq. (A.13) we find,

c = v0

(
γ − 1

2

)1/2

β. (A.14)
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Appendix B

Numerical densities of the molecules

In this appendix, we present the numerical density of the molecules of the models D5V4, D5.5V4,
D6V4, M6.5V4 and D7V4 presented in the chapter. We have taken as sample the models with ejec-
tion velocity of 400 km s−1.

To facilitate the compression and comparison of the maps we have normalized each of the maps
using the maximum density for each molecule. The value of the maximum density, for each of the
molecules, can be observed within the corresponding panel. The maps present a range of densities
between the maximum value and density of 7 orders of magnitude less.

For the D5V4 (see Table ??) model 2 ages, 200 and 500 years are shown, for the other models only
the numerical (standardized) density is presented at 500 yr of evolution.

The maps show the densities of C, C 2, CH, CH 2, CO or CO 2 and O, O 2, H 2 O, HCO, H 2 and
OH.
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Figure B.1: Normalized numerical density of C, C2, CH, CH2, CO and CO2 in descending
order for the model D5V4 at 200 yr.
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Figure B.2: Normalized numerical density of O, O2, H2O, HCO, H2 and OH in descending
order for the model D5V4 at 200 yr.
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Figure B.3: Normalized numerical density of C, C2, CH, CH2, CO and CO2 in descending
order for the model D5V4 at 500 yr.
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Figure B.4: Normalized numerical density of O, O2, H2O, HCO, H2 and OH in descending
order for the model D5V4 at 500 yr.
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Figure B.5: Normalized numerical density of C, C2, CH, CH2, CO and CO2 in descending
order for the model D5.5V4 at 500 yr.
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Figure B.6: Normalized numerical density of O, O2, H2O, HCO, H2 and OH in descending
order for the model D5.5V4 at 500 yr.
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Figure B.7: Normalized numerical density of C, C2, CH, CH2, CO and CO2 in descending
order for the model D6V4 at 500 yr.

10.-7 10.-' 10.-' 10.-' 10.-.1 10.-' 10.-' 
~'------';'" 



117

Figure B.8: Normalized numerical density of O, O2, H2O, HCO, H2 and OH in descending
order for the model D6V4 at 500 yr.
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Figure B.9: Normalized numerical density of C, C2, CH, CH2, CO and CO2 in descending
order for the model D6.5V4 at 500 yr.
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Figure B.10: Normalized numerical density of O, O2, H2O, HCO, H2 and OH in descending
order for the model D6.5V4 at 500 yr.

10. "" 10.-4 10.-.1 10.-' 1 0.-1 

~-c.-,... 



120 APPENDIX B. NUMERICAL DENSITIES OF THE MOLECULES

Figure B.11: Normalized numerical density of C, C2, CH, CH2, CO and CO2 in descending
order for the model D7V4 at 500 yr.
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Figure B.12: Normalized numerical density of O, O2, H2O, HCO, H2 and OH in descending
order for the model D7V4 at 500 yr.
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Appendix C

Reaction selection

Here, we present the algorithm to select the chemical species from the UMIST12 database. Also,
this code writes the reactions equations and the jacobians that are used in kimya.
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Reacciones = Import "/home/c/Dropbox/Doctorado/etanol/Umist2.txt", "Table" ;

elementos =

Flatten Table Import "/home/c/Dropbox/Doctorado/Reacciones/Periodic.txt", "Table" 3 i + 2 , i, 0, 118 ;

nonelements = Complement[elementos, {"H", "C", "O", "N"}];

React = Table Flatten StringJoin Riffle Reacciones i, 3 ;; -6 , " " , Reacciones i, -5 ;; -1 ,

i, Length Reacciones ;

especies = Flatten Import "/home/c/Dropbox/Doctorado/Reacciones/EspeciesISM.txt", "Table" ;

especiescoh = Complement especies,

Flatten Table Flatten Table StringCases especies i , nonelements j ~~ __ especies i ,

i, 1, Length especies , j, 1, Length[nonelements] ,

Table Flatten Table StringCases especies i , __ ~~ nonelements j especies i ,

i, 1, Length especies , j, 1, Length[nonelements]

cohReactions = Complement React,

Union Flatten Table Flatten Table StringCases React i, 1 , nonelements j ~~ __ React i ,

i, 1, Length[React] , 1 , j, 1, Length[nonelements] , 1 ;

coh = Intersection Union

Flatten Table Flatten Table StringCases cohReactions i, 1 , especiescoh j ~~ __ cohReactions i ,

i, 1, Length cohReactions , 1 , j, 1, Length especiescoh , 1 ,

Union Flatten Table Flatten Table StringCases cohReactions i, 1 , __ ~~ especiescoh j

cohReactions i , i, 1, Length cohReactions , 1 , j, 1, Length especiescoh , 1 ;

Export "/home/c/Dropbox/Doctorado/etanol/reacciones2.txt",

Table coh i, 1 <> " , " <> ToString FortranForm coh i, 2 <> " " <>

ToString FortranForm coh i, 3 <> " " <> ToString FortranForm coh i, 4 , i, 1, Length[coh]

/home/c/Dropbox/Doctorado/etanol/reacciones2.txt

ecuacion[A_, B_] := Module {c, d, K},

c = Table Boole Table StringSplit A j, 1 i B[[m]], i, 1, Length StringSplit A j, 1 ,

{m, 1, Length[B]}, j, 1, Length[A] ;

d = -Table Total c j, i, 1 ;; 3 - Total c j, i, 4 ;; -1 , j, 1, Length[c] , i, 1, Length c j ;

K = Table

k i ToExpression StringReplace "y" <> StringSplit A i, 1 [[1]], {"+" "p", "-" "m"} *ToExpression

StringReplace "y" <> StringSplit A i, 1 [[3]], {"+" "p", "-" "m"} , i, 1, Length[A] ;

Table d i .K, i, 1, Length[d]

jac = Table Flatten especies j ,

Table "jac(i" <> especies j <> ", i" <> especies i <> ")=" <> StringReplace ToString FortranForm

D ToExpression ToString jacobiano coh, especies j , ToExpression "y" <> especies i ,

"y" "y(i", "*" ")*", "e(" "e(iR" , i, 1, Length especies , j, 1, Length especies

Printed by Wolfram Mathematica Student Edition
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Abstract

The interaction of a high velocity clump of gas has been described by the plasmon model, which considers balance
between ram pressure and the internal stratified structure of the decelerated clump. In this paper we propose an
analytical model to describe the mass loss of such a clump due the interaction with the environment, describing its
influence on the plasmon dynamics. We carry out comparisons between an analytic model and axisymmetric gas
dynamic simulations of plasmon evolution. From our simulations we were able to find the values of the friction
constants α and λ. Comparing with the complete analytic model from which we can infer the position and the mass
loss of the clump as a function of the clump’s density and the environment ratio.

Key words: ISM: general – ISM: jets and outflows – ISM: kinematics and dynamics – shock waves

1. Introduction

The problem of a wind/molecular cloud interaction has been
studied at length in the past. De Young & Axford (1967,
hereafter DA) described the motion of a clump decelerated by
the ram pressure and determined the lifetime of the plasmon.
They applied this model to Cygnus A and concluded that
analyzing the dynamics of plasmons should reduce their free
parameters. It became a very popular model to explain
confinement of radio lobes propagating through the inter-
galactic medium (Ubachukwu et al. 1991; Daly 1994), models
of radio-loud quasars (Daly 1995), and models of the optical
narrow-line regions of Seyfert galaxies (Taylor et al. 1992;
Veilleux et al. 1993). Cantó et al. (1998; hereafter C98)
rederived the plasmon solution, adding the centrifugal pressure
to obtain a modified plasmon profile.

In most cases it is difficult to calculate the real age of an
astronomical plasmon because there is no clear information
about deceleration and most plasmons are isolated so there is
not enough information about the static medium. To solve this
problem a set of several plasmons with an noticeable
deceleration moving under similar restrictions is needed.

Orion BN/KL is an ideal laboratory to prove the plasmon
solution, because it has an almost isotropic and explosive
outflow that could be produced by the nonhierarchic close
dynamic interaction of a forming multiple-star system (Zapata
et al. 2009). In this region there are more than a hundred
filamentary structures known as fingers that allow us to
estimate a dynamical age between 1000 and 500 yr, assuming
no deceleration. Nevertheless, there is observational evidence
that the longest fingers detected in H2 emission are losing
speed, probing their interaction with the environment (Bally
et al. 2011). It is a very interesting star formation region that
due to its distance, at 414pc, allows us to determine its
characteristics with enough detail. Therefore, we also can
model the physics using theoretical and numerical models,
using some observational constrains. Some of these models
have achieved important results as determining the dynamical
age and the energy of the explosive event. Nevertheless, there
are important questions that deserve attention and are not
resolved yet, such as the real age of the event, the mechanism

that can generate such distribution of the fingers, as well as
their ejection velocity since there is evidence of a drag force.
The effect of a drag force is necessary to understand the real

motion of a plasmon. Several numerical simulations have
shown a deceleration effect greater than that expected by ram
pressure (Yalinewich & Sari 2016), but it has not been deeply
analyzed since cooling effects were not included.
The destruction of the original clump was also considered in

Raga et al. (1998) in their study of the interaction of a fast wind
impinging into a compact spherical cloud. They concluded that
the motion is affected by the detachment of material of the
cloud, which results in a limited application of their model.
Then, the assumption that a clump has no deceleration or a

deceleration according to models with constant mass, can lead
to an overestimate of the age of astrophysical outflows.
In this work, we use the DA solution to propose a mass-loss

rate for a plasmon and we obtained its equation of motion. We
compare results of this analytic model with numerical
simulations using Orion BN/KL plausible ejection conditions.
We presented analytic (Section 2) and numerical (Section 3)
models of a deceleration of the clumps as a function of ratio
density when the mass-loss rate is considered. We present a
comparison between the analytic and numerical models and a
prediction of the lifetime of clumps assuming similar condi-
tions to the system Orion BN/KL in Section 4. Finally, we
present our conclusions in Section 5.

2. Analytical Model

2.1. DA’s Plasmon

DA studied the problem of a clump of gas moving through a
uniform environment. They found a solution (the “plasmon”
solution) based on the balance between the ram pressure of the
environment and the stratified thermal pressure of the
decelerating clump. For a clump of mass M, isothermal sound
speed c, moving supersonically with velocity v through a
medium of density ρa, the plasmon adopts a pressure and
density stratification given by

P P e e, , 1x h x h
0 0� �� �� � ( )
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2LUTH, Observatoire de Paris, PSL, CNRS, UMPC, Univ Paris Diderot, F-92195 Meudon, France and
3Instituto de Astronomı́a, Universidad Nacional Autónoma de México, Ap. 70-264, 04510 D.F., México
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ABSTRACT

Orion BN/KL is an example of a poorly understood phenomena in star forming regions involving the
close interaction. The filamentary structure, the great variety of molecules, the energy involved in the
event and the mass of the region suggest a contribution in the enrichment of the interstellar medium.
Nevertheless, the frequency and duration of other events like this have not been determined. In
particular, the Orion fingers have dynamical ages between 500 and 4000 yr, which is in contradiction
with the idea of a single event. In this paper we explore several analytic models taking into account
the interaction of a clump and the environment and the resulting deceleration to explain the age
discrepancy of the Orion fingers. We select the more probable model to infer the initial conditions of
the explosion and estimate a lifetime for the region.
Keywords: orion, fingers — age

1. INTRODUCTION

Orion BN/KL is a very interesting star formation re-
gion that is associated to an explosive event that is poorly
understood. In particular it contains around 200 hundred
filamentary structures in H2 emission known as Orion
fingers, which could be formed by the close interaction
of a protostellar cluster (Zapata et al. 2009, Bally et al.
(2011) and references therein). The age of the event have
been determined by several authors using different tech-
niques. Zapata et al. 2009 noted the properties of a set
of fingers in the J=2-1 CO transition which can be as-
sociated to H2 fingers and, assuming an age, determined
the 3D structure and obtained a most probable age of
approximately 500 yr. This is in agreement with the
age estimated by Rodŕıguez et al. (2017) using the run-
away objects I, n and BN and the age of the expanding
the bubble centered in the possible origin of the region.
Bally et al. (2011) analyzed the projection of the H2 fin-
gers position and velocity. For each finger, they found an
individual age that is between 1000 and 500 yr. This is in
contradiction with the idea that Orion BN/KL was pro-
duced in a single explosive event and that the expelled
clumps are in ballistic motion, so they concluded that
there must be a deceleration effect. There is a chance
that the fingers could be originated at different moments.
Perhaps, there is an unexplored mechanism to produce
such an extended structure. The machine-gun model has
been mentioned as a possible explanation, but previous
models (Raga & Biro 1993), even when they are not col-
limated, it is far from being as isotropic as the Orion fin-
gers. On the other hand, the runaway stars (Rodriguez
et al. 2017), the expansion of the hot core (Zapata et al.,
2011) and the age determined by the CO fingers (Zapata
et al., 2009), are strong evidence of a single and simulta-
neous event. Then, adopting a proper age of T = 544 yr,
as calculated by Rodŕıguez et al. (2017), we can use the
several models to obtain the physical conditions of the
ejection. The mass-loss plasmon has a implicit depen-
dence on its own size and it can be used to find better

restrictions on the ejection mechanism. This makes im-
portant to understand the dynamics of the fingers with
the interstellar medium. There are several attempts to
describe the interaction of a moving cloud against a static
medium. De Young & Axford (1967) (hereafter DA) an-
alyzed the plasmon problem, which consists in a moving
cloud that takes a density structure, and derived its equa-
tion of motion. Cantó et al. (1998) improved the plasmon
solution including centrifugal pressure. Also, Raga et al.
(1998) proposed the equation of motion of a static spher-
ical cloud that is accelerated with a high velocity wind
due to the ram pressure. More recently, Rivera-Ortiz et
al. (2019) (hereafter RO19) proposed a modification to
the plasmon problem, adding a mass loss rate, which can
modify a plasmon dynamic history if it is embedded in a
high density environment. Then the dynamical analysis
of the motion of the Orion fingers could lead to a better
understanding of the conditions that formed such a struc-
ture. Bally et al. (2015) performed numerical simulations
of the fingers using observational restraints and obtained
a notable resemblance to the actual fingers. Nevertheless,
as they described, the interpretation of such simulations
is limited since they used an adiabatic system, and the
cooling length is much shorter than the total length of
the longest fingers. Therefore, more detailed numerical
solutions and an adequate analytic model can be help-
ful to determine the physical conditions and possibly the
ejection mechanism of the fingers, which can be help-
ful to understand the relevance and duration of similar
events in the star forming processes. In this work we
used different solutions, published in the literature for
the clump motion in homogeneous media, to obtain the
physical properties of Orion BN/KL components. In Sec-
tion 2 we present the sample of objects to be analyzed, in
Section 3 we present the estimation of the properties for
the clumps before the explosive event that generated the
Orion fingers in Orion BN/KL.. Finally the conclusions
are presented in Section 4.

2. OBSERVATIONS
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ABSTRACT

kimya is a new code for solving the system of differential equations describing
the temporal behavior of a chemical network. This paper presents a simple and easy
to implement numerical method and tests of its accuracy. kimya was designed for
incorporating a chemical network into multi-dimensional gasdynamical simulations.
In order to test our code we compute three numerical simulations: a model of the
chemical evolution of a dark cloud (which we compare with previous calculations),
and a model of nitric oxide formation during a lightning discharge simulated with a
laser pulse. The latter is done with both a single parcel calculation, as well as a fully
hydrodynamical/chemical model, which we compare with results from a laboratory
experiment.

RESUMEN

kimya es un nuevo código para resolver el sistema de ecuaciones diferenciales
que describe el comportamiento temporal de una red qúımica. En este art́ıculo pre-
sentamos un método numérico sencillo y fácil de implementar, y una evaluación de
su precisión. kimya fue diseñado para incorporar una red qúımica en simulaciones
hidrodinámicas multidimensionales. Para probar nuestro código hacemos tres sim-
ulaciones numéricas: un modelo de la evolución qúımica de una nube oscura (el
cual comparamos con cálculos anteriores) y un modelo de la formación de óxido
ńıtrico durante una descarga de relámpago simulada con un pulso de láser. Este
último lo hacemos tanto con un cálculo de una única parcela, como dentro de un
cálculo hidrodinámico/qúımico, y lo comparamos con resultados de un experimento
de laboratorio.

Key Words: astrochemistry — hydrodynamics — ISM: molecules — methods: nu-
merical — molecular processes — shock waves

1. INTRODUCTION

Chemical kinetics networks have applications in
atmospheric chemistry, combustion, detonations and
biological systems as well as in planetary, stellar and
interstellar astrophysics.

In order to follow the time-evolution of a chemi-
cal system, one needs to determine the reagents and
products involved, as well as the relevant chemical
reactions. The resulting rate equations have to be in-
tegrated in time together with the equations that de-
scribe the time-evolution of the reactive fluid (these
could be the gasdynamic or the magnetohydrody-
namic equations in 1, 2 or 3D, which are coupled to
the chemical network through the equation of state

and possible energy gain/loss terms). The simplest
possible model is a “0D” approximation, in which
the chemical rate equations are integrated for a sin-
gle, homogeneous parcel in which either a constant
or a time-dependent density (or pressure) and tem-
perature are imposed.

In order to follow the temporal evolution of the
molecular composition of a gas, one needs to inte-
grate the density rate of change equations for the
different species contained in the gas. In order to do
this, one has to construct a chemical network gath-
ering the creation and destruction reactions for all
of the different species. Such a chemical network is
a system of ordinary differential equations (ODEs).
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ABSTRACT
We present numerical simulations of reactive flows for modeling the CO streams ob-
served in OMC1 Orion BN/KL. We have considered 14 chemical species, a cooling
function for atomic and molecular gas, and the heating through cosmic rays. Our nu-
merical simulations explore different ejection velocities, interstellar medium densities
and CO content. Using the CO density and temperature, we have calculated the CO
emissivity for every cell in our axisymmetric simulation, and we have built CO maps
that allow us to see the CO emititng regions of the stream.

We find that the peak of the CO emission is related with the ambient density.
The CO peak is located at ε = 0.6 times of the length of the stream at t < 300 yr
evolutionary times, and at ε = 0.75 for later (t ∼ 500 yr) times.

1 INTRODUCTION

The BN/KL region, which has a great diversity of molecules,
is located behind the Orion Nebula (at a distance of 414 pc
from the Sun). This region has a breaking-up multiple stellar
system, an expanding molecular bubble and a peculiar out-
flow with about 200 filamentary structures, known as “fin-
gers” or “streams”. These three components seem to have
originated in the same ejected event approximately 500 yr
ago. The most accepted qualitative model for this object
(Bally et al. 2005) proposes that a single event ejection could
have been caused by a stellar merger or the dynamic rear-
rangement of a non-hierarchical system of young, massive
stars or proto-stars. There is relatively strong evidence sup-
porting this model (Zapata et al. 2009, Bally et al. 2011,
Goddi et al. 2011).

The OMC1 “fingers” were discovered by Allen & Bur-
ton (1993) as H2 2.1μm features emanating outwards from
the central region of OMC-1 and terminating in a series of
Herbig-Haro (HH) objects, which had previously been ob-
served as [O I] 6300, high-speed “bullets” by Axon & Taylor
(1993). These HH objects have been detected in other op-
tical lines (O’Dell et al. 1997). The kinematics of the H2
emission features has been studied with Fabry-Perot obser-
vations (Chrysostomou et al. 1997, Salas et al. 1999) and
proper motion measurements (Bally et al. 2011). The proper
motions of some of the optically detected bullets have also
been presented by Doi et al. 2002.

Following Bally (2011 and 2015) there are about 200 H2
fingers, which present a distribution of longer features to the

NW, shorter fingers to the SE and SW, and very few and
weak features to the E and NE. The longer fingers have a
length of ∼ 50000 au (using the distance of 414 pc obtained in
Menten 2007) and diameters between 800 to 3200 au. The
shorter filaments are narrower, more numerous, and tend
to overlap. The heads of the H2 fingers (seen in H2 and
[Fe II] IR lines and optically as HH objects, see above) have
diameters ∼ 40 → 400 au. The well defined, longer filaments
have velocities (derived from the radial velocity and proper
motion measurements) of ∼ 350 km s−1.

The lengths and velocities of the fingers are consistent
with an origin in a single ejection event (for all fingers)
∼ 500 → 1000 yr ago. However, there is evidence of a sub-
stantial braking of the motion of the heads of those fingers
over their evolution (Bally et al. 2011) An estimation of the
total kinetic energy of the fingers is about 1047

→ 1048 erg,
which can be interpreted as an estimation of the energy of
an “ejection event” that gave rise to the present-day fingers
(see Bally et al. 2011).

This region also has an extended CO outflow which was
first detected in single-dish observations by Kwan & Scoville
(1976). In more recent interferometric observations, this
outflow has been resolved into a system of CO “streams”
(Zapata et al. 2009, Bally et al. 2017). The CO streams show
a more isotropic direction distribution than the H2 fingers,
with several streams emitting an infrared emission because
of the J=2→1 rotational transition in CO molecule, into
the NW. The total mass moving with velocities larger than

© 2019 The Authors
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