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Resumen

Las inundaciones son ya uno de los desastres mas comun a nivel global.
Con los efectos combinados de la urbanizacién y el cambio climatico,
el nimero de eventos y personas personas afectadas estd destinado a
aumentar. Por su capacidad de evaluaciéon de multiples escenarios de
clima y desarrollo urbano a un bajo costo, la modelacién numérica de
inundaciones es una herramienta primordial para hacer frente a estos re-
tos. En las ultimas décadas y como resultado del desarrollo tecnoldgico,
el nimero de modelos numéricos disponibles se incrementé considerable-
mente, convirtiéndose en una herramienta indispensable para los ingeni-
eros, las autoridades publicas y los académicos. A pesar de estos avances,
la simulaciéon adecuada de los procesos hidrolégicos ocurriendo en un
ambiente urbano sigue siendo un reto. Dentro de los requerimientos mas
importantes para que un modelo de inundaciones urbanas se considere
adecuado, estd la capacidad de resolver los flujos superficiales y en la red
de drenaje, asi como las interacciones complejas que tienen lugar entre
estos dos sistemas. Ademas, la combinacién de las grandes escalas de
las ciudades contemporaneas, asi como la alta resolucién espacial que se
necesita para la adecuada representacion de los flujos superficiales, re-
dundan en un alto coste computacional, lo que limita su uso en sistemas
de prediccién avanzados, como las simulaciones probabilistas que hacen
uso de ensambles climéticos.

Esta tesis describe la implementaciéon de un nuevo modelo acoplado,
que considera la simulacién del flujo superficial y la red de drenaje, asi
como su interacciéon. Esta herramienta, de cédigo abierto, aprovecha
los avances recientes en el campo de hidrdulica urbana. El modelo de
flujo superficial emplea un esquema numérico simplificado que permite
la simulacién rdpida a alta resolucién. Mientras que el modelo de drenaje
corresponde a una implementacién del famoso software Storm Water
Management Model, desarrollado por la Agencia de Proteccién del Medio
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RESUMEN iii

Ambiente de los Estados Unidos de América. La herramienta considera
el intercambio de agua entre la superficie y el drenaje por medio de la
implementacion de ecuaciones de vertedero y orificio determinadas por
medio de un modelo fisico en laboratorio.

La validacién de la parte de flujo superficial de esta herramienta se
llevé a cabo a través de la comparacién de resultados numéricos con-
tra aquellos derivados de soluciones analiticas de la ecuaciones de aguas
someras y de un modelo ampliamente reconocido por al comunidad académ-
ica. Para ello también se utilizé informacién relativa a un caso en la
Ciudad de Hull en el Reino Unido. Mientras que para el modelo aco-
plado se considerd la comparacion de los resultados contra aquellos ob-
tenidos por modelos similares en un caso sintético. Por ultimo el mod-
elo completamente acoplado fue utilizado para reproducir la inundaciéon
que ocurrié en la ciudad de Kolkata en la India, para la que se tiene in-
formacion sobre la precipitacion, la red de drenaje y algunos niveles de
inundacidn registrados por al policia local. En todos estos casos, el mod-
elo desarrollado da resultados adecuados que otorgan confianza sobre la
herramienta y su utilizacién en el mapeo del riesgo de inundacién dentro
de ambiente urbanos.



Abstract

Flood is already one of the most common disaster at a global scale. With
the combined effects of the continuing urbanization and ongoing climate
change, the number of both inundation events and affectees is set to in-
crease. Numerical flood simulation is a key tool to be better prepared
to tackle those changes, as it allows us to evaluate the impacts of mul-
tiple weather and development scenarios at a reduced cost. In the past
decades, flood models have become more reliable and accessible, leading
them to be now part of the common toolbox of consulting engineers, pub-
lic authorities and academics. However, correctly model the hydrological
processes occurring in a urban environment is a challenging task. A suc-
cessful urban flood model should be able to resolve the overland flows,
the drainage network flows, and the complex interactions that are taking
place between those two systems. Furthermore, the combination of the
large scale of modern cities and the fine resolution needed to adequately
model the overland flows requires large computational resources, and
limits the models usefulness for advanced applications, like ensemble
analysis.

The present describes a new, open-source, coupled flood model that
takes advantage of recent advances in urban inundation modelling. The
surface model of the developed tool employs a simplified numerical scheme
that allows fast simulation at high resolution. The drainage network
model is the well known Storm Water Management Model, developed
by the United States Environmental Protection Agency. The simulation
of the coupling between the drainage and the surface models is based on
the knowledge recently acquired by physical modelling.

The developed surface model is first evaluated against a combination
of analytic solutions and a well-known similar model. It is then employed
to the reproduction of an historical flood in the city of Hull, UK. The
coupled surface-drainage model is first compared to similar commercial
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and academic models. Then, the coupled model is applied to an histor-
ical flood in the city of Kolkata, India. In all those tests, the developed
software gives adequate results and paves the way to its use for flood risk
mapping and drainage network design.



Acknowledgements

First I thank Doctor Adridn Pedrozo Acuiia for receiving me in his research
group. I am grateful for his constant support and advise. I am in debt
of Doctor Luis Alvarez Icaza who, while coordinator of the postgraduate
program in engineering at UNAM, helped me to navigate the adminis-
trative steps leading to my inscription in the program, and assisted me
to receive the financial support needed to carry out that doctorate. I
thank the members of my doctoral committee, and especially Professor
Paul Bates, for their constructive comments. I acknowledge Prof. Bates
for kindly receiving me for an academic stay in his research group at the
University of Bristol. I extend my gratitude to Jeff Neal and Mark Trigg
who made my stay at the School of Geographical Sciences a productive
and pleasant one.

For their friendship and their good mood, I deeply thank all my fellow
postgraduate students at the Institute of Engineering. My thoughts goes
especially to Alejandra, Juan Pablo, Roberto, Saul and Roberta. Thank
you for all the fun and productive times we had during those years. I
also deeply thank my parents for them unshakable support, even during
the difficult moments. If it was not for them, I would not be where I am
today.

Although I doubt that an endeavour such as a PhD could be success-
fully concluded without dedicated work, I believe that favourable circum-
stances are beneficial to even be in a position to consider that degree.
Being born a white male in a caring middle class family from a western
country certainly helped me in the various career steps that leaded me
to where I am now. In that sense, I believe it is right to acknowledge the
benefits that I received from those privileges. I humbly wish to be able to
promote better equality in my future work places.

Finally, I am grateful to my lovely wife Beatriz. She did not know that
she was marrying a future student, but supported me nonetheless during
all my doctoral studies. For your love and support, thank you.

vi



Academic production related to
this work

Publications in academic journals

* Courty, L. G., A. Pedrozo-Acuiia and P D. Bates (2017). ‘Itzi (version
17.1): an open-source, distributed GIS model for dynamic flood
simulation’. In: Geoscientific Model Development 10.4, pp. 1835—
1847. poI: 10.5194/gmd-10-1835-2017. URL: http://www.
geosci-model-dev.net/10/1835/2017/.

* Courty, L. G., M. A. Rico-Ramirez and A. Pedrozo-Acufia (2018).
‘The Significance of the Spatial Variability of Rainfall on the Nu-
merical Simulation of Urban Floods’. In: Water 10.2, p. 207. DOI:
10.3390/W10020207. URL: http://www.mdpi.com/264172.

Publications in conference proceedings

* Courty, L. G. and A. Pedrozo-Acufia (2016a). ‘A GRASS GIS module
for 2D superficial flow simulations’. In: Proceedings of the 12th In-
ternational Conference on Hydroinformatics. DOI: 10.5281/zenodo.
159617.

* Courty, L. G. and A. Pedrozo-Acuiia (2016b). ‘Modelo numérico
para la simulacién dindmica de inundaciones urbanas en SIG’. in:
Proceedings of XXVII Congreso Latinoamericano de Hidrdulica. DOTI:
10.5281/zenodo.159619.

Presentations at conferences and workshops

* ‘Flood modelling in mega-cities using a coupled drainage-surface

vii



ACADEMIC PRODUCTION RELATED TO THIS WORK viii

flow model: Kolkata, India’. International Conference on Urban
Drainage. Prague, Czechia. September 2017.

* ‘Evaluation of open global Digital Elevation Models for urban flood
modelling’. Seventh International Conference on Flood Manage-
ment. Leeds, UK. September 2017.

* ‘The significance of infiltration and spatial variability of rainfall on
the numerical reproduction of urban floods’. Seventh International
Conference on Flood Management. Leeds, UK. September 2017.

* An open-source GIS model for urban floods simulation’. Flood im-
pact assessment in mega cities under urban sprawl and climate
change workshop. Orlando, Florida, USA. October 2016.

* ‘Modelo numérico para la simulaciéon dindmica de inundaciones
urbanas en SIG’. XXVII congreso latinoamericano de hidrdulica. Lima,
Peru, September 2016.

* A GRASS GIS module for 2D superficial flow simulations’. 12th
International Conference on Hydroinformatics. Incheon, Republic
of Korea. August 2016.



Contents

Resumen
Abstract

Acknowledgements

Academic production related to this work
Publications in academic journals . ..................
Publications in conference proceedings . . ..............
Presentations at conferences and workshops . . . ... .......

List of Figures
List of Tables
List of acronyms
List of symbols

1 Introduction

1.1 Motivation . . .

1.1.1 UrbanfloodsinMexico . . . ... ... ... ......
1.1.2 Geographical Information System . ..........
1.1.3 Freesoftware . . . .. . .. .o i v i i i,

1.2 Objectives. . . .

1.2.1 Mainobjective . . ... ... ... .. .. .. ...
1.2.2 Specificgoals . . .. ... ... ... .. .. ...

1.3 Thesis structure

2 State of the art

ix

ii
iv
Vi

vii
vii
vii
vii

xii

Xiv



2.1 Surface modelling using simplified explicit formula . . . . . 7
2.2 Drainage-surface coupled modelling . ............. 9
Description of the developed software 12
3.1 Overlandflowmodel . . ... ... ... ... ........ 13
3.1.1 Numericalscheme . . . . ... ... ............ 13

3.1.2 Implementation ...................... 18

3.1.3 Verification and evaluation ............... 20

3.2 Drainage model coupling . .................... 24
3.2.1 Presentation of Storm Water Management Model . . 24

3.2.2 Theory of surface-drainage coupling. . .. ... ... 24

3.2.3 Implementation ...................... 26

3.24 Validation . .............. .. ... ...... 29

Case studies 35
4.1 Reproduction of the June 2007 floods in Hull, UK . . . . .. 35
4.1.1 Introduction . ............ ... ..., 35

4.1.2 Material and methods . ... .............. 38

413 Results......... .. .. . . ... ... ... 44

4.1.4 Discussion and conclusions . ... ........... 52

4.2 Reproduction of the July-August 2015 flood in Kolkata, India 53
421 Entrydata............. ... ... 53

422 Results .. ....... ... ... 59

5 Conclusion 65
Bibliography 68
Appendix A Exported drainage values 84

List of Figures

3.1 Organization of the proposed architecture. . .........



3.2 Grid and variables used in the numerical scheme. .. ... ... 14
3.3 A 2D view of the staggered grid used by the numerical scheme. 15

3.4 One-dimensional MacDonald long-channel. . ... ........ 21
3.5 Rectangular hyetograph and point inflow hydrograph for the
EAtest8a. . .. . . . e 22
3.6 DEMofEAtest8a ... .. ... ... 22
3.7 Comparison of water depths at control points . . . . ... .. .. 23
3.8 Digital Elevation Model (DEM) of the testcase 8b . . ... ... 30
3.9 Upstream inflow of the pipe network. . . . . ... ... ...... 31
3.10 Linkage flows at themanhole . . . ... ... ............ 32
3.11 Computed outflows at the manhole in the EAtest8b ... ... 33
3.12 Water depth at control points . . . .. ... ............. 34
4.1 Location of the Hull studyarea . . .. ................ 40
4.2 Digital Elevation Model of the studyarea . ............ 40
4.3 Identified flooded areas . ........... ... . ... ..... 40
4.4 Land cover classes from Global Land Cover in the study area . 41
4.5 Accumulated rainfall obtained from KED . . . .. ... ...... 44
4.6 Hyetographs of the two considered rainfalls . . . ... ...... 45
4.7 Evolution of rainfall intensity with KED . . . . .. ... ...... 46
4.8 Values of Critical Success Index obtained during the calibra-
LON PIOCESS . & v v v v et e e e e e e e e e e e e e e 48
4.9 Comparison between observed extents and maxima computed
waterdepths.. . . . .. ... . 48
4.10 Differences in maxima waterdepths. . . .. ... ... ...... 49
4.11 Evolution in time of the flood volume, flooded surface and CSI 51
4.12 Location of KolkatainIndia . . . . .. ... ............. 54
4.13 DTM of the area of interest of Kolkata. . . ............. 55
4.14 Accumulated rainfall during the 48 h event and location of the
raingaugesused. . ... ... ... e 55
4.15 Overview of Kolkata’s drainage network. . . . . . ... ... ... 56
4.16 Measured water level in cm in the pumping stations during
theevent. . . .. ... . ... . ... 57
4.17 View of Kolkata’s drainage network . . ............... 58
4.18 Roads identified as flooded by the Kolkata Traffic Police. . ... 58
4.19 Maxima water depths obtained during the event when using
the drainagenetwork. . . ... ... ... .. .. ... .. ..... 60
4.20 Differences in maximum water depth when the drainage is
includedornot. . .. ... ... .. ... 61

xi



List of Tables xii

List of Tables

2.1

3.1
3.2

4.1
4.2
4.3

Comparison of surface-drainage coupling interfaces . . . . . . . 11
Simulation parameters for the EAtestcase8a. ... ....... 23
Orifice and weirs coefficients used by Itzi and adapted from

Rubinato et al. (2017). . . . . . . . o e 33
Modelling parameters . ... ... .. ... ..., 38
Comparison of identified flood extents . ... ........... 41
Relation between land cover classes and Manning’s n values. . 41

4.4 Distribution of estimated hydraulic conductivity above the study
ATRA. « v v vt e e e e e e e e e e e e e e e e e e e e e e 42
4.5 Contingency table used to calculate the Critical Success Index. 47
4.6 Comparison in maximum flooded areas . ............. 50
4.7 Relation between observed water depth classes and estimated
waterdepth. . ... ... ... .. ... .. 59
4.8 Computation time . . . . . . . ..o v v ittt it et 60
4.9 Comparison between the observed water levels and the com-
puted depths with drainage. . .................... 63
4.10 Comparison between the observed water levels and the com-
puted depths without drainage. . .................. 64
A.1 Exported drainage node values in results vector maps. . . . .. 84
A.2 Exported drainage link values in results vector maps. . . .. .. 85



List of source code listings

3.1 C function adding an external inflow to a SWMM node . . . 27
3.2 The C structure dedicated to store linksdata . ........ 28
3.3 The C function that populates a given linkData structure . . 28

xiii



List of acronyms

API Application Programming In-
terface.

CFL Courant-Friedrichs-Lewy.

CSI Critical Success Index.

CSV Comma Separated Values.

DB database.

DEM Digital Elevation Model.

DTM Digital Terrain Model.

EA Environment Agency of the
United Kingdom.

EPA United States Environmental
Protection Agency.

FCRM Flood and Coastal Risk Man-
agement.

FOSS Free and Open Source Soft-
ware.

GDP Gross Domestic Product.

GIS Geographical Information Sys-
tem.

GLC30 Global Land Cover.

GRASS Geographic Resources Ana-
lysis Support System.

HCC Hull City Council.

KED Kriging with External Drift.

LiDAR Light Detection And Ran-
ging.

NSE Nash-Sutcliffe Efficiency.

RMSE Root Mean Square Error.

RSR ratio of the root mean square
error to the standard devi-
ation of reference data.

SVE Saint-Venant Equations.

SWE Shallow Water Equations.

SWMM Storm Water Management
Model.

USDA United States Department of
Agriculture.

ZMVM Metropolitan Area of the
Valley of Mexico.

Xiv



List of symbols

At global model time-step [T].

At,p time-step of the sewer model
[T].

At,p time-step of the surface model
[T].

Atyp max Maximum time-step of the
surface model [T].

n Manning’s friction [T/L'/3].

d water depth[L].

d; flow depth [L].

d ¢ min minimum flow depth [L].

dmax ~Maximum water depth
throughout the raster
domain[L].

z ground surface elevation [L].

Zerest NOde crest elevation [L].

h hydraulic head, equivalent to z+d
[L].

h,, node hydraulic head [L].

h,p hydraulic head in the surface
model [L].

u flow celerity [L/T].

u, routing celerity [L/T].

q specific flow [L?/T].

Q volumetric flow [L3/T].

Q. raw volumetric flow between
surface and  drainage

[L*/T].

Qink adjusted volumetric flow
between surface and drain-
age [L3/T].

S hydraulic slope [L/L].

t time [T].

g acceleration due to gravity
[L/T?].

a time-step adjustment factor.

0 inertia weighting coefficient.

f infiltration rate [L/T].

F infiltration amount [L].

K soil hydraulic conductivity [L/T].

¢, effective porosity [L/L].

¢ initial water soil content [L/L].

1 wetting front capillary pressure
head [L].

W weir width [L].

A, node surface area [L2].

Ay Node surface area [L2].

Cs free weir coefficient.

C,, submerged weir coefficient.

C, orifice coefficient.

XV



Introduction

Floods were the most common disaster during the last decade, with more
than 1700 recorded events between 2006 and 2015 (IFRC, 2016). During
the same period, inundations affected 830000 people, more than any
other disaster, killed 57000 and caused USD 342.7 billion in damage,
second only to earthquakes (IFRC, 2016).

According to the United Nations (2014), 54 % of the world’s popula-
tion was living in urban areas in 2014. This ratio is expected to reach
66 % by 2050. By this date, it is estimated that 2.5 billion humans will
live in cities. Cities not only concentrate human lives, but also economic
and political activities. In 2007, 600 cities where contributing to 60 % of
the world Gross Domestic Product (GDP), although hosting only 22 % of
the world population (Dobbs et al., 2011). Consequently, urban flooding
does generate important disruption to human lives and activities.

With a warmer climate, hydro-meteorological extreme events like floods
and droughts will become more frequent. Hirabayashi et al. (2013) pre-
dict that floods will become more common by the end of the century,
especially in Southeast Asia, India, East Africa and northern Andes. Com-
bining urban growth and higher flood risk, it is logical that the floods that
affect urban areas will become more frequent as well. Indeed, Hallegatte
et al. (2013) anticipate that the flood-related damages to coastal cities
worldwide could reach USD 1000 billion per year in 2050.

In order to better prevent and limit the impacts of urban floods, it is
necessary to develop tools that improve our understanding of the pro-
cesses at work. Numerical models are natural allies in that quest. They
allow us to both fill the gap of partial or uncertain field measurements
and predict the future (Beven, 2012). However, in the literature there is
no single model that is perfect and that can be applied universally. For in-
stance, numerical models only partially represent reality due to the many
assumptions that are involved in their development. Those assumptions
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have an effect on the reliability of the numerical results produced by the
models. It is one of the task of both model designer and modeller to trade
off the amount of accuracy required for a specific study and the other vari-
ables, such as the necessary computing power. To face the challenge of
urban floods that we presented above, it is necessary for the society to
have access to numerical models that can represent inundation of cities
with an adequate level of complexity. This needs a proper balance of the
modelled processes and infrastructures and the ever increasing size of the
urban areas to be studied.

1.1 Motivation

1.1.1 Urban floods in Mexico

In 2010, close to 78 % of the population of Mexico was living in cities
(INEGI, 2012). Between 2005 and 2010, the urban population in Mex-
ico grew by an average of 3% a year (INEGI, 2012) In the case of the
Metropolitan Area of the Valley of Mexico (ZMVM), that includes Mexico
City, the growth was slower than other Mexican metropolis. However,
the outer rings of the urbanised area grew by more than 30 % between
2000 and 2010 (Almejo and Téllez, 2015). This evolution denotes a spa-
tial extension of the urban area, increasing both the stress on the existing
infrastructure and the detrimental effects of the urbanisation on the hy-
drologic cycle (Kishtawal et al., 2010; Miller et al., 2014).

Especially, the ZMVM is concentrating several challenges inherent to
its geographical situation. Most of its constructed area is located in an
endorheic lake bed; there is no natural outlet for rainwater. Therefore,
most of the run-off water need to be transported out of the valley by
large, dedicated infrastructures (Garcia Cortés and Herndndez Serrano,
1975; Rios Elizondo et al., 1975). Additionally, the combined effect of
soil imperviousness and excessive extraction of groundwater lead to land
subsidence up to 40 cm per year (Herndndez-Espriu et al., 2014). This
land subsidence has in turn adverse impacts on the drainage infrastruc-
ture, from damages caused by differential sinking to loss of capacity due
to reduced or even inverted gradient (Rios Elizondo et al., 1975).

It is therefore no surprise that urban floods are a common problem for
dwellers of Mexico City. Even though no major inundation occurred since
the great flood of 1951 (Paramo, 2014), significant events that disturb



CHAPTER 1. INTRODUCTION 3

the city life are expected during every rainy season (e.g. Animal Politico,
2016, 2017). The direct material damages of those events are usually lim-
ited, but those regular disruptions of public services and transportations
are inducing important indirect costs, although their actual estimation
might be challenging (Dominguez-Mora, 2000).

1.1.2 Geographical Information System

Geographical Information System (GIS) are indispensable tools for hydro-
logists nowadays. Indeed, geographical information, from DEM to obser-
vation data, is central to earth sciences in general. It therefore makes
sense to possess tools that permit the manipulation and analysis of those
geographical data. The use of GIS for the manipulation of remote sens-
ing data is quite established, and the advent of web mapping made GIS
more ubiquitous. Therefore, there have been efforts for decades to in-
tegrate hydrological models with GIS. That integration could be classi-
fied as tight or loose. A tight integration would mean that the model
is integrated inside the GIS, by the use of the software Application Pro-
gramming Interface (API) to interact with the geographical data from the
spatial database. A loose integration consists usually of a model accept-
ing GIS file formats as inputs, and returning the results in a format that
could be imported or visualised in the GIS. While some commercial soft-
ware do feature a tight coupling (usually with a proprietary GIS software
like ArcGIS), academic flood models are more commonly loosely coupled.
LISFLOOD-FP (Bates and De Roo, 2000) is an example of loosely coupled
academic flood model. Tightly integrated models make it easier to take
advantage of some of the GIS spatial tools, and prevent the need of ex-
porting model input maps and importing the modelling results back into
the GIS.

1.1.3 Free software

Free software and open-source software have slightly different definitions
(Free Software Fundation, 2016; Open Source Initiative, 2007), but they
share some core principles. That is why they are sometimes grouped un-
der the term of Free and Open Source Software (FOSS). Notably, they
both allow the freedom of using, modifying and distributing a software
without restriction. This has several advantages over proprietary soft-
ware.
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First, using this type of software eliminates license costs and the bur-
den it implies (hardware dongle, license server etc.). This is a great as-
set for research and teaching institutions as well as government agencies
for which the licensing cost might too high, especially in the developing
world where financial resources are scant. In the case of higher educa-
tion, some universities might provide free or discounted software licenses
for their students, but it is not a generalized practice. Therefore, teaching
proprietary software might incite students to illegally install unlicensed
products on their computer to complete a coursework. Apart from the
legal risk, this practice is arguably at odds with the academic principles
of integrity and respect of intellectual property.

Second, the publication of the source code greatly simplify the repro-
ducibility of researches. Although many scientific articles in computa-
tional hydraulics do provide some insight about the main equations that
they employ, detailed description of the software implementation of the
algorithm is seldom integrated. Even though a complete description is
provided in an article, writing an entirely new software to reproduce the
results of a scientific paper might rightfully be considered as an unneces-
sary burden. Having access to the software used to produce the published
is a principle of open science and a step in the direction of resolving the
current reproducibility crisis that affects the science community (Baker,
2016).

Third, not only using FOSS lower the barrier to reproducibility, it also
reduce the development time of new software. Building upon a previous
work is a fundamental principle of both scientific and FOSS practices.
One successful example in the hydroinformatics community is the Storm
Water Management Model (SWMM), released by the United States En-
vironmental Protection Agency (EPA) as a public domain software. It has
been used as a base for both commercial softwares (e.g. XPSWMM, In-
foSWMM, PCSWMM) and scientific works (e.g. Hsu et al., 2000; Leandro
and Martins, 2016; Seyoum et al., 2012) Having a strong, widely accep-
ted software base helps to prevent the development time spent to re-
invent the wheel. Scientists can then focus their limited time to write the
innovative piece of software necessary for their research.

Harvey and Han (2002) identified that the FOSS have great potential
in the hydroinformatics community. Since then, various FOSS projects
related or applicable to the hydroinformatics have been released. They
range from building blocks that ease software development (e.g. Pedre-
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gosa et al., 2011; Van Der Walt et al., 2011) to desktop GIS (e.g. QGISYH
and flow modelling packages (for example FullSWOF (Delestre et al.,
2014) or ANUGA (Mungkasi and Roberts, 2013)). The FOSS community
is indeed thriving and the popularity of online collaborations tools like
github? is both a testimony and a catalyst of the FOSS development in
the recent years.

The lower licensing and legal burden, better understanding of al-
gorithm implementations and possibility to build upon the work of others
are all assets for the use of FOSS in higher education. Indeed, FOSS have
been successfully integrated in university courses (Mitasova et al., 2012;
O’Hara and Kay, 2003).

1.2 Objectives

1.2.1 Main objective

This work aims at developing a free software tool that permits the coupled
modeling of urban floods.

1.2.2 Specific goals

The specific goals that support the accomplishment of the main objective
are as follow:

1. Develop a surface model that implement an explicit, partial inertia
numerical scheme.

2. Integrate that surface model within an open-source GIS.

3. Implement a bi-directional coupling of the surface model with a
drainage network model.

4. Test, validate and apply the newly-developed software to various
test cases.

5. Distribute the software under an open-source license.

https://qgis.org
Zhttps://github.com/
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1.3 Thesis structure

This thesis is organized in three principal chapters. Chapter 2 presents a
review of related works. Chapter 3 describes the structure of developed
software and is divided in two Sections; one related to the surface flow
model and other to the coupling mechanism. Finally, two case studies
are presented in Chapter 4; one that uses the overland flow model alone,
and one using the coupled model.



State of the art

2.1 Surface modelling using simplified
explicit formula

The state of the art in surface flow modelling is the use of the two-
dimensional Shallow Water Equations (SWE). However, the computa-
tional cost of the numerical resolution of these equations is high, es-
pecially at the high resolution that is required for urban flood model-
ling. Hence, the flood modelling community sought simplifications of
this equation system that would allow both an adequate representation of
the real world processes, and a reasonable computational time. Since the
work of Bates and De Roo (2000), many other authors used a diffusive
wave formula on regular raster grid to simulate flood plain inundation
(e.g. Bradbrook et al., 2004; A. S. Chen et al., 2005; Jahanbazi et al.,
2017; Seyoum et al., 2012; Yu and Lane, 2006). This popularity might
be due to its ease of implementation and the relative low computation
needs compared to the SWE when using a coarse resolution. However,
in order to maintain stability with lower cell sizes, this type of numerical
scheme require very small time-steps, to a point where it could be slower
than the SWE (N. M. Hunter et al., 2008; Neal et al., 2012). This limits
the interest of such models in urban areas where high spatial resolution
is needed to represent urban features (Fewtrell et al., 2011). The paral-
lelization of such model (Leandro et al., 2014; Neal et al., 2010) does not
overcome those limitations which are inherent to the simplified formula-
tion. In addition to that performance problem, it is controversial whether
the diffusive wave approximation is well adapted to urban floods where
flows are complex (Costabile et al., 2017).

An step forward was made by Bates et al. (2010) that developed
a new explicit formula that includes the acceleration term of the one-
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dimensional Saint-Venant Equations (SVE), neglecting the advection. This
formula proved to be orders of magnitude faster than non-inertia formu-
las for DEM with higher spatial resolution (Bates et al., 2010; Neal et al.,
2012). However, the authors noticed that this numerical scheme suffers
from instabilities at low friction. Whilst the utility of this formula for the
flood modelling of urban catchments has been demonstrated (Neal et al.,
2011; Yu and Coulthard, 2015), the occurrence of instabilities at low fric-
tions could be seen as a limitation in urban areas where smooth surfaces
are common. This identified limitation motivated follow-up studies (Al-
meida and Bates, 2013; Almeida et al., 2012) that worked on improving
the formula from Bates et al. (2010) by integrating both an inertia damp-
ing and a bi-dimensional friction term. The authors found that this new
formulation allows a better stability under conditions of lower roughness
coefficient.

Despite those advances, simplified explicit formulas are not well adap-
ted to supercritical flows. Those flows regimes usually happen in terrains
with steep slopes. This is problematic for the use of direct rainfall, that
will occur on every part of the computational domain. Different solu-
tions to that issue are described in the literature. Sampson et al. (2013)
presented a simplified routing scheme which is triggered when the water
depth is below a user-defined threshold (proposed to be equal to 5 mm).
The water is then routed at a constant velocity (set to 0.1 by default)
along a direction determined by the topography alone. Sampson et al.
(2015) uses a rain-routing technique inspired by the work of Sampson et
al. (2013). However, in that case the hydraulic slope is used as a threshold
instead of the water depth. Then, the flow velocity is calculating depend-
ing on the surface gradient. It is not clear however which exact formula
is used by the authors, as the work they cite as a reference (Kent et al.,
2010) presents different methods to evaluate the surface velocity. Finally,
Adams et al. (2017) developed a Python library that simulates overland
flows using the damped simple inertia numerical scheme presented by
Almeida et al. (2012). The stability condition they use is based on the
Froude number. Their code adjusts the velocity of the flow so that the
Froude number is limited to a maximum of 1. The authors consider it
as an acceptable approximation based on the work of Grant (1997). The
latter found via field observations that flows in mountainous streams sel-
dom reach a Froude number above 1 over long distances.



CHAPTER 2. STATE OF THE ART 9

2.2 Drainage-surface coupled modelling

If resolving the surface flow is obviously necessary to represent urban
floods, it is by no mean sufficient. To prevent inundations and diseases,
Humans created drainage networks for thousands of years (Chocat et al.,
2001). It is therefore logical to integrate in a urban inundation model
the very infrastructure that is designed to reduce the floods. As a con-
sequence, this subject has been of strong interest in the last decades.
Historically, modelling software packages for urban drainage networks
were developed first, due to the lower hardware requirements compared
to 2D surface flow models. For example, the popular models SWMM and
MOUSE have been first published in 1970 and 1983, respectively (Elliott
and Trowsdale, 2007). In the 1990’s, interest in the combined model-
ling of surface and drainage network grew, with the development of the
concept of dual-drainage (e.g. Pankratz et al., 1995). However, those
first iterations where coarse; the overland routing was represented with
simplistic formulas and the interaction between the drainage and the sur-
face was a direct mass exchange. Later, Djordjevi¢ et al. (1999) presen-
ted an improved paradigm of dual-drainage, where the street above the
drainage system is represented as another kind of unidimensional net-
work, resolved with the same equations. In this system, the interactions
between the the drainage and the surface are bidirectional, allowing the
sewer to drain the street and to overflow to the surface (Leandro et al.,
2007). Despite the demonstrated capacities of this one-dimensional dual-
drainage procedure to reproduce urban floods, much care need to be
applied to calibration and identification of the overland flow patterns
(Leandro et al., 2009; Mark et al., 2004; Vojinovic and Tutulic, 2009).
With the improvement of computer hardware, the coupling of 2D
surface models with unidimensional drainage became possible, encour-
aging the development of this type of models (e.g. Hsu et al., 2000;
Schmitt et al., 2004, 2005). However, those first iterations were having
a simplistic view of the hydraulic processes occurring at a linking node,
considering that the surcharge of a drainage node was inducing a com-
plete transfer of the overflow volume from the drainage network to the
overland model. Therefore, some authors proposed to use a combination
of weir and orifice equations to estimate the interchange flows (Carr and
G. Smith, 2007; A. S. Chen et al., 2007). This last approach has proved to
be popular and a range of implementation has been published. Table 2.1
presents a comparison of selected literature using a combination of weir
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and orifice equation to model the bidirectional transfer of mass between
the drainage and the overland flow model.

However, the correct application of those equations requires the de-
termination of weir and orifice coefficients. Indeed, it is well known that a
storm water inlet seldom functions at its design capacity (e.g. Aronica and
Lanza, 2005; Leitdo et al., 2017; Palla et al., 2016; Senior et al., 2018).
To reduce the related uncertainties, some authors carried out a combin-
ation of physical and 3D numerical simulations (Djordjevi¢ et al., 2011;
Lopes et al., 2013). While 3D models provide a better physical descrip-
tion of the flow, their implementation is more computationally intensive
than 2D models, which make difficult their usability in practical prob-
lems. The comparison of the result of a coupled 1D/2D model with an
experimental model showed that this numerical modelling is indeed ro-
bust (Bazin et al., 2014; Fraga et al., 2017). Although Fraga et al. (2017)
employ a model using the combination of weir and orifices presented by
A. S. Chen et al. (2007), they fall short of indicating the weir and ori-
fice coefficient used in their model. This issue has been addressed by
Rubinato et al. (2017) that compared a scaled physical model of a sur-
face/sewer system and compared the measurements with the results of a
numerical model implementing a weir/orifice-based interface. This per-
mitted the authors to propose weir and orifice coefficients to be used by
models using this type of interface. This however should be considered
a first step, as some preliminary results obtained with a similar physical
set-up that allows the change in slope of the flume indicates that those
coefficients might be correlated with the Froude number of the overland
flow (Hakiel and Szydtowski, 2017).



Table 2.1: Comparison of surface—drainage coupling interfaces using a combination of weir and orifice
equations.

Reference Surface Model Drainage model(s)  Sewer to surface Surface to sewer

A. S. Chen et al. (2007) Diffusive (UIM) SIPSON FW, SW, O FW, SW, O

Seyoum et al. (2012) Diffusive SWMM FW, SW, O FW, SW, O
A. S. Chen et al. (2015) Diffusive (P-DWave) SIPSON (0] SW, O
Leandro and Martins (2016) Diffusive (P-DWave) SIPSON and SWMM (0] SW, O

Rubinato et al. (2017) SWE Unknown (0] FW, SW, O
Martins et al. (2017) SWE, Diffusive wave SIPSON (0] SW, O

and partial inertia
This work Partial inertia SWMM (0] FW, SW, O

FW: free weir. SW: submerged weir. O: orifice.
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Description of the developed
software

This Chapter details the developed framework along with its implement-
ation and integration. The resulting software is called Itzi, after the
Purépecha word for ‘water’. Itzi integrates a newly written partial inertia
surface model with the SWMM drainage model. The software is build
upon the open-source GIS Geographic Resources Analysis Support Sys-
tem (GRASS) (Neteler et al., 2012), that it uses for reading input maps
and writting resulting data. Figure 3.1 shows the architecture of the de-
veloped tool.

Section 3.1 describes the numerical scheme and the software imple-
mentation of the surface model, while Section 3.2 explains how the over-
land flow model is coupled with the SWMM drainage model.

12
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Figure 3.1: Organization of the proposed architecture.

3.1 Overland flow model

This Section has been published as:

Courty, L. G., A. Pedrozo-Acuila and P D. Bates (2017).
‘Itzi (version 17.1): an open-source, distributed GIS model
for dynamic flood simulation’. In: Geoscientific Model Devel-
opment 10.4, pp. 1835-1847. poI: 10.5194/gmd-10-1835-
2017. URL: http://www.geosci-model-dev.net/10/1835/

2017/.

3.1.1 Numerical scheme

The developed program uses an explicit finite-difference scheme to solve
the simplified partial inertia shallow-water equations described by Al-
meida et al. (2012) and Almeida and Bates (2013). Figure 3.2 illustrates
the variables used by the scheme in the x dimension and their variations
in time. On the other hand Fig. 3.3 introduces a complete 2D view of the
same staggered grid and variables utilised in the numerical scheme. As
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shown in Fig. 3.2, water surface elevation h and water depth d are evalu-
ated in the centre of cells, while the water flow q (or celerity u) variables
are evaluated at the cell interfaces.

t+Atop t+Atyp

i i+1/2
t+Atop t+Atyp
di 1 ui+1/2
I
Ax At
t‘ %l’ t‘ [‘ t.
dip h; Qv My Qi
t t t t t
Uiy, d; Uiy, iy Upgay,

Figure 3.2: Grid and variables used in the numerical scheme.

The mass flux (e.g. water flow) is obtained by solving the one-dimensional

simplified momentum equation at interfaces between cells using the value
of g at these interfaces (rather than in the centre of cells). To provide a
bidimensional representation of the flow, momentum itself is updated at
the cell interfaces with an explicit discretization of the momentum equa-
tion in each direction separately. The numerical method is simple and
extremely efficient from a computational point of view. For simplicity, in
this section we will present only the flow equation for the x dimension.
The exact same principle applies for water flows in the other direction,
which is represented by the y dimension.

3.1.1.1 Adaptive time-step

In a similar vein to previous developments, an adaptive time stepping
method is used to estimate the suitable model time step based on the
standard Courant-Friedrichs-Lewy (CFL) condition. The time-step At,,
is calculated at each time-step by means of Equation 3.1.

min{Ax, Ay}

vV & X dmax

Aty,=a 3.1)
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Ay
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qij+1/2 qi+1,j+1/2
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AX

Figure 3.3: A 2D view of the staggered grid used by the numerical
scheme.

Where d,, is the maximum water depth within the domain, g the ac-
celeration due to the gravity and a an adjustment factor because the CFL
condition is necessary but not sufficient to ensure stability. Almeida et al.
(2012) propose a value of a = 0.7 as a default, as this has been shown
to allow the appropriate simulation of subcritical flooding conditions.
When d,,, tends to 0, At,p, is set to a user-defined time-step Atyp axs
which represents the maximum value for At,;,. Here the default for this
value has been set to 5s. It could be adjusted by the user to optimize
computation time while preserving numerical stability.

3.1.1.2 Flow calculation

The flow at each cell interface is calculated with Equation 3.2.
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i+1/2

qi_y, +4;
(eqf +(1—9)%)+gdfmms
t+Atyp

i+1/2 (3'2)

1+ gAtypn?lq ||/df7/3

t
i+1/2

where subscripts i and t denotes space and time indices (See Fig. 3.2).

The flow depth d; is the difference between the highest water surface
elevation h and the highest terrain elevation 2. It is calculated at the cell
face using Equation 3.3. This value is used as an approximation of the
hydraulic radius.

0 is a coefficient defining the importance taken by the average of
upstream and downstream flows over the flow at the considered cell
face (q;,, j2)- Almeida et al. (2012) propose to set this weighting factor to
0.9. If O is set to 1, neighbouring flows are not taken into account, being
equivalent to the formula proposed by Bates et al. (2010). In some rare
cases, especially when 6 is low, the flow term could end up with a differ-
ent sign to the slope term. When this happens, the weighting scheme is
dropped and the numerator of the equation becomes equal to the formu-
lation presented by Bates et al. (2010).

The slope S is calculated using Equation 3.4. The flow being calcu-
lated at cell interfaces, Manning’s n is obtained by averaging the neigh-
bouring values, as shown in Equation 3.5.

st = max{hi b, } - max {2, 20, ) (3:3)
h —ht
§=-—"= 3.4
Ax (3.4)
(n} +ni,,)
nf+1/2 - 9 (3.5)

The vector norm ||q;, , /2|| is calculated using Equation 3.6 given by Al-
meida and Bates (2013).

||qit+1/2” = \/(q§/,i+1/2,j)2 + (qatc,i+1/2,j)2 (3.6)

Inconveniently, due to the use of a staggered grid, q; i+1/2,] is not being
calculated by the model. To overcome this, the value of the neighbouring
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cells are used instead as shown in Equation 3.7. The positions of the
given points are showed on Fig. 3.3.

. _ Qij172 T Gijr/2 T Qivn 12 T ivajey2
dyiv1/2 = 2

(3.7)

The specific flow g in ms™2 obtained by Equation 3.2 is converted to
m®s ! using Equation 3.8:

Q;=¢q; xAy (3.8)

3.1.1.3 Water depth calculation

The new water depth at each cell is calculated using Equation 3.9. It
consists of the sum of the current depth d*, the external terms (rainfall,
infiltration, user-defined flow etc.) d; . and the flows passing through the
four faces of each cell. If the new calculated water depth is negative,the
depth is set to zero. This additional volume is registered and used to
estimate of the numerical stability of the model (see Section 3.1.2).

4t
dirA =dt +df + _)i X Al (3.9)

ext AXA

3.1.1.4 Rain routing

In order to maintain stability during events with direct rainfall, a rain
routing mechanism is implemented using a simple method described by Sampson
et al. (2013). It consists of applying a constant velocity to the flow when
water depth is below a user-given threshold. Before the simulation be-
gins, the software calculates the draining direction of each cell of the
domain. The drainage direction is determined by the highest slope out of
the four neighbouring cells. During the simulation, the routing scheme is
applied at each cell interface when each of the following conditions are
true:

o df <dpmins

* the considered direction is allowed for routing according to the

routing map,
* the slope S is in the same direction as the above routing direction.

The routing flow is then calculated using a constant user-given velo-
city with Equation 3.10. According to Sampson et al. (2013), a depth
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threshold dg,;,, of 5mm and a routing celerity u, of 0.1 ms ! gives good
results.

Ad = min{(h; —h;,,),d} (3.10a)
qmax = Ax X Ad/AtZD (310b)
qi 4y, = min{(u, X Ad), Gax} (3.10¢)

3.1.1.5 Infiltration

User-defined rate

In Itzi, the infiltration could be represented by a map or a time-series
of map containing a fixed-value for infiltration rate in mmh™'. The in-
filtration model then simply consists in making sure that the actual infilt-
ration is limited to the amount of water ponding above the considered
cell.

Green-Ampt method

First presented by Heber Green and Ampt (1911), this widely used
method is implemented in Itzi using the formulation in Rawls et al. (1983).
The latter is shown in Equation 3.11, where f is the infiltration rate
(mmh™), K the hydraulic conductivity (mms™), ¢, the effective poros-
ity in (mm™), ¢ the initial water soil content (mm™'), 2 s the wetting
front capillary pressure head (m) and F the infiltration amount (m).

f:K(HW) (3.11)

3.1.2 Implementation

The software is written in the Python programming language and integ-
rates tightly with the open-source GIS GRASS (Neteler et al., 2012). It
employs the libraries PyGRASS (Zambelli et al., 2013) to access the geo-
graphical functions and TGRASS (Gebbert and Pebesma, 2014) for the
temporal management of both the input and the output data. Addition-
ally, further optimisation of the numerical code was carried out by means
of a Python profiler that records the call stack of the executing code, thus
accounting for the time spent in the solution of each function within the
code. This enabled the parallelisation through Cython (Behnel et al.,
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2011) of those functions with the highest computational cost, reducing
the overall computing time by taking advantage of multi-cores CPU. The
integration of this numerical model within GRASS provides Itzi with the
following relevant characteristics:

The spatio-temporal data management is straightforward as the in-
tegration within a GIS platform reduces the time spent on prepara-
tion of entry data and the analysis of results. Modifying the spatial
extent and resolution of the simulation is done by simply changing
the GRASS computational region, without the need for changing
the entry data.

Forcings could be of heterogeneous resolutions. For example elev-
ation at 5m, rainfall at 1 km, friction coefficient at 30 m etc. Itzi
will automatically read the data at the resolution defined by the
computational region and uses the data seamlessly, without user
intervention.

Input data can vary in space and time (i.e. raster time-series); per-
mitting the use of, for example, spatially distributed rainfall or time-
varying friction coefficients.

The ability to use absolute time references in form of date and time
for start and end of the simulation, facilitating the usage of histor-
ical rainfall. It is therefore possible to have several years of rain-
fall data stored in the GIS and to simulate just one specific event,
without further data pre-processing.

Itzi is operated by a command line interface taking a parameters file
as an input. If several input files are given, they are run in batch mode.
The user can ask the software to output the following raster time-series:

Water depth (d) and surface elevation (h),

flow velocity magnitude and direction,

volumetric flows in x and y directions,

average volume added or subtracted to the domain by the action of
infiltration, rainfall, user-defined inflow, drainage capacity or the
application of boundary conditions,

volume created due to numerical instability (See Sect. 3.1.1.3).

Additionally, the software can produce a Comma Separated Values
(CSV) file that summarizes the statistics mentioned above.
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3.1.3 Verification and evaluation
3.1.3.1 Analytic test cases

For the analytic test cases, we utilise numerical experiments aimed at
testing subcritical flow simulations recently published in a compilation of
shallow water analytic solutions for hydraulic and environmental studies
(Delestre et al., 2013). Both cases described here are constituted by a
1km long channel of MacDonald’s type (MacDonald et al., 1997), dis-
cretized at 5 m resolution. These test cases were generated with the free
software SWASHES'.

The first case corresponds to a constant upstream flow of 2m?*s™?,
while the second one combines an upstream flow of 1 m?s™' and a uni-
form rainfall with an intensity of 0.001 ms™'. In the model, the input
flow is given as a mass addition. This creates an artificially high water
level at the most upstream cell, where the input flow is added. Given
that the goal of the analytic tests is to verify the validity of the numer-
ical scheme, we determine the Root Mean Square Error (RMSE) omitting
the very first cell of the domain. Figure 3.4 illustrate the performance
of Itzi at reproducing results from the analytic solution, reporting RMSE
of 0.002 and 0.03 metres, for each case respectively. Those RMSE val-
ues are one to two orders of magnitudes lower than the vertical accuracy
of airborne Light Detection And Ranging (LiDAR) (Hodgson and Bresna-
han, 2004), demonstrating the suitability of the implemented simplified
scheme to simulate subcritical flow conditions.

3.1.3.2 Direct rainfall and sewer overflow in an urban setting

In order to further test the numerical model, previously published bench-
mark test cases for 2D flood inundation modelling tools by the Environ-
ment Agency of the United Kingdom (EA) (Néelz and Pender, 2013), were
implemented. These cases correspond to a benchmarking exercise assess-
ing the latest generation of 2D hydraulic modelling tools for a variety of
purposes in Flood and Coastal Risk Management (FCRM) to support EA
decision making. This dataset is available online on the EA website?.

In particular, one hypothetical test case was utilised to verify the proper
implementation of the numerical scheme to simulate physical processes

1https ://sourcesup.renater.fr/projects/swashes/
2http://evidence.environment-agency.gov.uk/FCERM/Libraries/FCERM_
Project_Documents/Benchmarking_Model_Data.sflb.ashx
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Figure 3.4: One-dimensional MacDonald long-channel.

controlling flood movement across a floodplain. The test case (test case
number 8a in the EA study) corresponds to a synthetic event which does
not relate to any real event (Néelz and Pender, 2013). The modelled area
is in the City of Glasgow, UK (Cockenzie Street and surrounding streets)
and is approximately 400 by 960 metres. Ground elevations span a range
of 21 m to 37 m. While the flood is assumed to arise from two sources:
a uniformly distributed rainfall (applied only to the modelled area) and
a point inflow representing a sewer outflow from a surcharging culvert.
For completeness, Fig. 3.5 shows both forcings described by the hyeto-
graph and the hydrograph specified at the point inflow. The DEM has
a spatial resolution of 0.5m, which is resampled to 2m resolution for
modelling purposes. This represents the terrain model with no vegeta-
tion or buildings and was created from a LiDAR dataset provided by the
EA. The roughness coefficient was determined following the classifica-
tion of the area with two land-cover roughnesses: roads and pavements
(0.02sm™/?), and everywhere else (0.05sm™/?). The model was run
until time t = 83 min as this was considered enough to allow the flood to
pond in the lower parts of the modelled domain.

Numerical results obtained with Itzi have been compared to those ob-
tained with the implementation of the acceleration solver from LISFLOOD-
FP (Almeida and Bates, 2013; Almeida et al., 2012). This is done as
the latter is considered the reference implementation of the numerical
scheme here employed. For this comparison eight different locations
within the numerical domain were selected to compare water depths es-



CHAPTER 3. DESCRIPTION OF THE DEVELOPED SOFTWARE 22

[N

100
200
£300
E 400
= 500
S 600
700
800
900

N w BN (&)}
Point inflow (m3/s)

-

o

0 10 20 30 40 50
Time (min)

Figure 3.5: Rectangular hyetograph and point inflow hydrograph for the
EA test 8a.

timated by both numerical tools. Figure 3.6 illustrates the utilised digital
elevation model, along with the position of the inflow point and selected
control points for the comparison of model results.
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- - ¥

Figure 3.6: DEM of EA test 8a showing the numbered control points
(crosses) and inflow point (triangle).

The simulation is run for 83 minutes with both LISFLOOD-FP and Itzi
using the same parameters, shown in Table 3.1. Figure 3.7 illustrates the
time series of water level produced by both numerical models and at the
eight selected locations, as well as the time series of differences between
the results of the two models. It is shown that in all eight selected loc-
ations, numerical results from both models are similar with small differ-
ences identified at the arrival time of the flood wave in each location.
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These differences are ascribed to the way that LISLFLOOD-FP handles
entry data in comparison to Itzi. In the first case, a temporal interpola-
tion is performed during the simulation at each time-step, while in the
second case, this process should be carried out during the preparation of
input space-time raster datasets. The RMSE at the eight location range
from 0.2 to 10.6mm (See Fig. 3.7). This indicates that the numerical
solution of the partial inertia approximation implemented in Itzi gener-
ates results with the same level of skill as the reference model.

Table 3.1: Simulation parameters for the EA test case 8a

Parameter Value
Atopmax  OS
a 0.7
0.1ms™"
u, 0.1ms
dfpmin  0.005m
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3.2 Drainage model coupling

This Section is dedicated to the description of the steps taken to couple
the SWMM drainage model to the surface model described earlier. Then,
the model is validated through the comparison of its results with similar
commercial and academic models.

3.2.1 Presentation of Storm Water Management Model

The SWMM has been developed by the EPA to model drainage networks,
including: (Rossman, 2010)

* Rainfall-runoff simulation, including precipitation, infiltration, evap-

oration and snowmelt.

* Flows inside the drainage network using the completes equations

of Saint-Venant (1871), i.e. dynamic wave.

* Pollutant transports.

* Special networks elements like tanks, reservoirs, pumping stations,

flow dividers etc.

SWMM is a software of reference in urban drainage modelling and it is
used by various actors around the world (Leandro and Martins, 2016; Paz
etal., 2011; Rossman, 2010; Seyoum et al., 2012; Zhao et al., 2008). The
SWMM computational engine is public domain and written in the C pro-
gramming language. In this study, the developed 2D model (cf. Chapter
3.1) will act as a rainfall-runoff module. Itzi is therefore designed to use
SWMM only as a flow routing model. However, Itzi is not preventing the
user to run a SWMM model that includes catchments.

3.2.2 Theory of surface-drainage coupling
3.2.2.1 Temporal synchronisation

Temporal synchronisation ensures that the mass exchange between the
two models is done at the same simulation time. Itzi is composed of
several modules that advances each at a specific time step:

* The infiltration model uses a fixed time-step (default to 60 seconds).

* The module that manages writing results, uses a user-defined time-

step.
* The drainage model can use either a fixed or adaptive time-step.
* The overland flow model uses a dynamic time-step.
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The solution used is to shorten the time-step duration of the overland
flow model to match the next time-step of other model. The adjustment
is represented in Equation 3.12, where At is the general model time-
step, At,p, is the surface model time-step, t the current simulation time,
Aty the drainage time-step and At;,; the infiltration time-step. Only
the surface model is run at each general time-step. The other models are
run for one step if the current general simulation time is equal to their
designated time-step.

At =min{(t + Atyp), (t + Atyp), (t + Atyp) ...} —t (3.12a)

Aty = At (3.12b)

3.2.2.2 Mass exchange

A.S. Chen et al. (2007) propose to calculate the flow interchange between
the two models by using weir or orifice equations. This solution has been
use by other authors (A. S. Chen et al., 2015; Leandro and Martins, 2016;
Martins et al., 2017; Seyoum et al., 2012). Its ability to adequately repro-
duce actual physical processes has been proven by comparing by physical
experiments (Hakiel and Szydtowski, 2017; Rubinato et al., 2017). As
seen in Section 2.2, different authors use different combinations of cri-
teria to apply those equations. Itzi employs the scheme used by (Rubinato
et al., 2017), because it has been experimentally proven in multiple flow
conditions. This scheme combines two weir equations and the orifice
equation in case of drainage into the sewer network, and orifice only
when the node is overflowing. The following possible cases are recapitu-
lated below:

1. No linkage if both water level inside the node and above ground is
below the crest elevation of the node.

2. Orifice equation if hy, > hyp Of (hyp—2crest) = (A /W). This means
that when the drainage is overflowing, only the orifice equation is
used.

3. Free weir equation if hyp > Z e > -

4. Submerged weir equation if both water levels are above 2., and
(h2D _Zcrest) < (Amh/W)
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Where z... is the elevation of the node’s crest, h,,; the water elevation
in the considered node and h,, the water elevation in the surface model.
The different flow equations are shown in (3.13):

waWd?/z 2g9 if hZD > Zerest > hmh
Q = Cstdf % zg(hu - hd): if [(hZD _Zcrest) < (Amh/W)] A (hZD > hmh) A (Zcrest > hmh)
CoAmh zg(hu - hd ): if (hmh > hZD) \ [(hZD _Zcrest) = (Amh/W)]

(3.13)
with
h, = max{h,, h,p} (3.14a)
hd == min{hmh, hZD} (314b)
df =hy — Zereqt (3.14¢)

Where W is the weir width, A, the area of the node, C, the orifice
coefficient, Cg, the free weir coefficient, C, the submerged weir coeffi-
cient. Those weir and orifice coefficients could be obtained from physical
experiment, like those presented by Rubinato et al. (2017).

The signed volumetric flow Q, is positive when entering the surface
model and negative when entering the drainage network. This process is
shown in (3.15):

hmh _hZD
Q=Q0—— (3.15)
|hmh _hZDl

3.2.3 Implementation

The implementation is done in several layers:

* The SWMM source code with additional API functions.

* A Cython (Behnel et al., 2011) wrapper for C functions that apply
to network objects.

* A Ctypes (Kloss, 2008) wrapper for general SWMM functions.

* A set of Cython functions that resolve the surface-drainage coup-
ling.

* A Python class that represents the general drainage model interface
for interactions with Itzi.

* The general Itzi simulation manager, that manage the time-stepping
synchronisation.
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3.2.3.1 Modification of C code

The original SWMM code could be compiled as a shared library. It does
export some functions to run simulation or write results, but none for
changing simulation data during run time. It requires modifications that
have been influenced by the work of Shrestha et al. (2012). Those are
similar to the one proposed later by Leandro and Martins (2016). For
example, to be able to set a new inflow at a node, a DLLinflow value has
been added to the SWMM Node objects, which could be set externally and
add to the SWMM Inflow existing variable. An exported function allows
modification of this DLLinflow from outside (see Listing 3.1).

Similarly, and in addition to the SWMM internal data structures for
nodes and links, two other data structures dedicated to the export of
those objects values have been created. Listings 3.2 and 3.3 present an
example of the data struture and function for the export of link values.

int DLLEXPORT  swmm_addNodeInflow(char* id, double inflow)
{
int index = -1;
if ( IsOpenFlag )
{
index = project_findObject(NODE, id);
if ( index < 0 )
return ERR_NAME;
Node[index].d11Inflow += inflow;
return ERR_NONE;
}
return ERR_NOT_OPEN;
}

Listing 3.1: Additional C function to add an external inflow to a SWMM
node (Shrestha et al., 2012).

3.2.3.2 Python wrapper

The Python wrapper has various functionalities. First, new Python Ex-
ception classes have been written to spot errors more easily. Especially, a
Python Exception class has been created to map C return codes generated
by SWMM, as C does not support exceptions handling.
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typedef struct

{
double flow;
double depth;
double velocity;
double volume;
int type; // link type code
double offsetl; // ht. above start node invert (ft)
double offset2; // ht. above end node invert (ft)
double yFull; // depth when full (ft)
double froude; // Froude number
} linkData;

Listing 3.2: The C structure dedicated to store links data for export from
SWMM. This code is inserted in SWMM objects.h.

int DLLEXPORT  swmm_getLinkData(int index, linkDatax data)
{
if ( IsOpenFlag )
{
data->flow = Link[index].newFlow * Link[index].direction;
data->depth = Link[index].newDepth;
data->volume = Link[index].newVolume;
data->velocity = link_getVelocity(index, Link[index].newFlow, Link[index].newDepth)
* Link[index].direction;
data->offsetl = Link[index].offsetl;
data->offset2 = Link[index].offset2;
data->yFull = Link[index].xsect.yFull;
data->froude = Link[index].froude;
data->type = Link[index].type;
return ERR_NONE;

3
return ERR_NOT_OPEN;

Listing 3.3: The C function that populates a given linkData structure (see
Listing 3.2) from the values of the internal Link SWMM structure.
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Second, a SWMM input file parser has been created. It is used mainly
to retrieve coordinates values from the input file, as those values are dis-
carded by the SWMM engine and therefore not accessible with the C API.
The SwmmlinputParser class has been created to that end.

Finally, a Swmmb5 Python class as been written using ctypes, a Python
package which allows calls to C functions from a Python software (Kloss,
2008). The developed python wrapper allows the following:

* Open, close, start and end a SWMM simulation.
* Advance a SWMM by one step.

On the Python side, the nodes and links data are stored as one-dimensional,
structured NumPy arrays (Van Der Walt et al., 2011); the fields are equi-
valents to the exported C fields (see for example Listing 3.2). A class
named SwmmNetwork is in charge of creating and manipulating those
two arrays, and updating them with values from the C API. The update
of those NumPy arrays is done through a Cython interface (Behnel et
al., 2011) that allows fast loops among the SWMM objects. Two classes,
SwmmlLink and SwmmNode, are used as an interface to SwmmNetwork
to retrieve values from a single element. The first version of Itzi that
includes the drainage model is the 17.7. The results presented in this
document are obtained with the version 18.2.

3.2.3.3 Drainage simulation reporting

Itzi exports the drainage simulation results as a GRASS vector time-series.
This simplifies the visualisation and interpretation of results, especially
when dealing with large networks. Each map is linked to two database
(DB) tables. The first one stores the node values, and the second one
the links values. The values stored in for nodes and links are shown
in Tables A.1 and A.2, respectively. The exported vector maps contain
instantaneous values for the considered time-step.

3.2.4 Validation

The coupled model is tested with the Environmental Agency test case
number 8b, described by (Néelz and Pender, 2013). It represents a neigh-
bourhood of Glasgow, UK of 966 x 402 m. It is similar to the test number
8a presented in Section 3.1.3.2. This synthetic case is designed to simu-
late the overflow of a drainage network in a urban environment.
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3.2.4.1 Input values

The Digital Terrain Model (DTM) is obtained by LiDAR and have an ori-
ginal resolution of 0.5 m. It is resampled to 2 m by statistical mean. The
buildings are incorporated in the DTM from a vector map. The resulting
DEM and the position of manhole and control points is represented in
Figure 3.8. As in the test 8a, the Manning’s n is set to 0.02sm /% and
0.05sm™*/® for the road and the remaining of the area, respectively.

Elevation in meters
A

33.5

Figure 3.8: DEM of the study area, position of manhole and control
points.

The fictitious drainage network is made of seven junctions and one
outfall, all in the same branch. All pipes are circulars with a diameter of
1.4 m. An inflow is set in the most upstream junction of the pipe network.
The hydrograph of this inflow is shown in 3.9. Only the second manhole
is allowed to overflow into the domain, at the position showed in Figure
3.8.

Here, Itzi is compared with four other coupled models, that are taken
as a reference:

* Infoworks ICM and Mike are popular commercial softwares.

* UIM (A. S. Chen et al., 2007) is based on simplified diffusive wave
equations.

* xpstorm uses SWMM as the network model.

In particular, Itzi will be conmpared tu xpstorm because they both
use SWMM as the drainage model. They are therefore expected to give
similar results, especially for the manhole outflow. Figure 3.10 shows
the outflow from the drainage network calculated by those modelling
packages.
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Figure 3.9: Upstream inflow of the pipe network.

The results obtained by Itzi in different configurations are presented in
Figure 3.11. Some instabilities occur in the flow exchange at the manhole
when the orifice coefficient C, is set to 1. They are due to oscillations that
happen when the water head in the surface model is close to the head in
the drainage node. In that specific test case, this condition occurs at the
beginning and at the end of the overflowing event. Those oscillations are
controlled in Itzi by preventing the sudden inversion of flow from/to the
surface, as shown in (3.16):

0, if (QeAfID <0)A (QeAtlDH >0)
QAo+t = { o, if (Q10 > 0) A (Q2'™ < 0) (3.16)
Q2'w*t, otherwise

Additionally, to prevent negative water depth in the overland flow
model, Itzi limits the inflow into the drainage network according to volume
in the coupled cell. This process is shown in (3.17):

d, A
max{———<1 0.}, ifQ,<0
Qjink = Atyp (3.17)

Q. ifQ, >0

where Q, is the volumetric exchange flow being positive when leaving
the drainage, d,; the water depth in the surface cell, A, the raster cell
area and At, the time-step of the drainage model.
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Figure 3.10: Linkage flows at the manhole obtained by commercials and
academic models. Adapted from Néelz and Pender (2013).

For further stability, Martins et al. (2017) propose an additional flow
limiter when the flow exits the drainage model. This flow limiter has an
high impact on the calculated flow rate, and is used to mitigate limited
observed instabilities. Therefore, Itzi does not implement that additional
flow limiter proposed by Martins et al. (2017). However, Itzi is set to
use by default the orifice and weirs coefficients obtained from physical
experiments by Rubinato et al. (2017). Those coefficients are presen-
ted in Table 3.2. When using those values, the solution become much
more stable, albeit with a smaller flow rate than the reference model
(see Figure 3.11). Figure 3.11 shows the impact of using either no ori-
fice coefficient (C, = 1), the experimental orifice coefficient (Rubinato
et al., 2017), and a node outflow limiter (Martins et al., 2017). This plot
demonstrates that without an orifice coefficient or a node outflow lim-
iter, Itzi manages to maintain an acceptable stability that compares very
well with the commercial model xpstorm. Indeed, when compared to xp-
storm, the node coupling flow obtained by Itzi with the above-mentioned
settings results in a Nash-Sutcliffe Efficiency (NSE) above 0.99 and a ratio
of the root mean square error to the standard deviation of reference data
(RSR) inferior to 0.1. Those statistics are considered to be ‘very good’
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according to the criteria set by Moriasi et al. (2007). When using the
orifice coefficient recommended by Rubinato et al. (2017), the computed
outflow is lower than xpstorm and the other reference models, but also
more stable. A similar result is obtained when using the outflow limiter
proposed by Martins et al. (2017).

Table 3.2: Orifice and weirs coefficients used by Itzi and adapted from
Rubinato et al. (2017).

Coefficient Value

Ci, 0.54
C,, 0.056
C, 0.167

EA test 8b: outflow at node

2.5
Statistics for Itzi C, = 1
RSR: 0.096

2.0 NSE: 0.991
@
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Figure 3.11: Computed outflows at the manhole in the EA test 8b, show-
ing the impact of the orifice coefficient C, from Rubinato et al. (2017)
and the flow limiters proposed by Martins et al. (2017). xpstorm and
range of reference models values from Néelz and Pender (2013).
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Figure 3.12 shows the evolution in time of the water depth at two
control points. Although the flood wave from Itzi arrives later than the
one obtained with xpstorm, the RSR and NSE statistics are still considered
‘very good’ according to the classification made by Moriasi et al. (2007).
When setting the orifice coefficient to a value in line with those proposed
by Rubinato et al. (2017) (see Table 3.2), the flood wave calculated by
Itzi arrives 10 to 20 min later than xpstorm. At Point 1, the final water
depth is equal to the one obtained with a coefficient of 1. At Point 3
however, the final water depth is lower, due to the lower volume of water
coming out of the drainage. Moreover, it should be noted that in this test
8b, the compared models used different DEM interpolation techniques.
This resulted in differences in water depth obtained by the models at a
given point (Néelz and Pender, 2013).

Point 1 Point 3
0.6
E
£ 04
o
Q
°
g 0.2
it
©
= Statistics for Itzi C, =1 Statistics for Itzi C, =1
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’ NSE: 0.942 NSE: 0.943
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Time Time
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Figure 3.12: Water depth at control points. xpstorm values from Néelz
and Pender (2013).



Case studies

4.1 Reproduction of the June 2007 floods in
Hull, UK

This Section has been published as:

Courty, L. G., M. A. Rico-Ramirez and A. Pedrozo-Acuiia
(2018). ‘The Significance of the Spatial Variability of Rain-
fall on the Numerical Simulation of Urban Floods’. In: Wa-
ter 10.2, p. 207. DOI: 10.3390/W10020207. URL: http:
//www.mdpi.com/264172.

4.1.1 Introduction

With the advent of computational methods and computer processing power,
the ability to tackle urban floods at a catchment level is clearly emerging,
making it possible to apply an integrated approach to modelling rainfall-
runoff processes along with surface flows (Courty et al., 2017; Yu and
Coulthard, 2015). Moreover, the availability of new data sources with
higher quality and spatio-temporal resolution (e.g. rainfall data estim-
ated by radars and terrain data derived from LiDAR) enables a more de-
tailed description of hydrological processes that occur in the real world,
paving the road towards a better numerical discretisation of the processes
involved in urban floods.

On the other hand, the documented growth in the number of floods
and urban population due to climate change (Hirabayashi et al., 2013),
clearly indicate the importance of an improved understanding on how
flood waters interact with the urban environment both in space and time.
Indeed, the development of a reliable approach to adequately describe

35
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urban flood processes has been recognised as a challenging task (Vojinovic
and Abbott, 2012).

Recent advances in urban flood modelling recognise the importance
of 2D modelling algorithms to adequately reproduce urban floods (N. M.
Hunter et al., 2008). However, it should be borne in mind that model
performance also depends on the quality of data used to construct a nu-
merical representation of the catchment and rainfall. This information
includes soil characteristics, land use, topography and forcing conditions,
all of which play an important role in the generation of an urban flood.
(Di Baldassarre, 2012; Zevenbergen et al., 2010) In reality, this data
varies in space and time, and its representation at an adequate spatio-
temporal resolution is necessary for an accurate performance of the nu-
merical tool. However, datasets are rarely homogeneous in space and
time, which leaves the door open to the exploration of an adequate level
of complexity and detail for this purpose.

Among the main factors identified to adequately reproduce urban
floods, the uncertainty of rainfall distribution in time and space is one
of the main sources of error (Cristiano et al., 2017). It is well known that
a good knowledge of precipitation at appropriate spatial and temporal
scales enhances modelling of rainfall-runoff processes in urban catch-
ments (Arnaud et al., 2002; Bruni et al., 2015; Cristiano et al., 2017;
Gires et al., 2012; Rico-Ramirez et al., 2015; Segond et al., 2007). Ac-
curate estimations of precipitation in urban areas require a dense rain
gauge network combined with an effective analysis method. However,
rain gauge networks are generally too sparse spatially to provide such
detailed information (Seo, 1998). On the other hand, information ac-
quired with weather satellites enable a better spatial description of rain-
fall fields, but also lack a proper spatial resolution for urban applications
with grids of 10 km or coarser (Nesbitt and Anders, 2009; J. A. Smith
et al., 2007). Furthermore, weather radar measurements are inherently
uncertain to some degree, as the relationship between reflectivity and
actual rainfall on the ground requires the derivation of empirical coeffi-
cients (J. A. Smith and Krajewski, 1993). An alternative way of making
use of this data is to blend rain gauge and weather radar data (Ercan and
Goodall, 2013; Goudenhoofdt and Delobbe, 2009; Velasco-Forero et al.,
2009).

In the literature, when modelling urban floods, it has been largely
recognised that the spatial variability of rainfall is a source of uncer-
tainty that affects model performance. However, most of the publications
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aimed at the investigation of this topic have considered theoretical scen-
arios, with little reference to case studies of actual events (Cristiano et al.,
2017). Therefore, more research is required that incorporates case stud-
ies from the real-world, and that investigate how the spatial variability
of rainfall affects flood predictions in urban environments. This could be
done by studying multiple events and locations that variate parameters
like catchment size, percentage of urbanization, topography and quality
of available rainfall data. To that end, we propose here a step in that dir-
ection by studying the impact of rainfall variability on the reproduction
of a real-world urban flood event.

The case study corresponds to the urban flood registered in the United
Kingdom on June 25th 2007, when the city of Kingston upon Hull (herein
later referred to as Hull), East Yorkshire, suffered heavy flooding that af-
fected 8600 homes and 1300 businesses (Coulthard and Frostick, 2010).
Although the numerical reproduction of this event has been reported in
Yu and Coulthard (2015) or Courty et al. (2017), the integration of spa-
tially variable rainfall has not been discussed or attempted. Both nu-
merical approaches resolve the inertial equation proposed by Bates et al.
(2010), incorporating the Green—Ampt formula to simulate the infiltra-
tion process, differing only in the way the adaptive time-step is imple-
mented. Notably, in both studies, rainfall was considered using hourly
measurements of only one rain-gauge located at the University of Hull.
Therefore, the precipitation was assumed to be spatially uniform within
the catchment.

The purpose of this study is to investigate how a better definition of
the spatial variability of rainfall improves the numerical reproduction of
the severe floods registered in Hull, UK in 2007. Flood maps derived from
the use of a uniform rainfall field against those resulting from a merged
product from weather radar and rain gauge data will be compared and
discussed. Focus will be given to the western part of the city of Hull,
which was the most affected according to Coulthard and Frostick (2010).

This paper is organised as follows: Section 4.1.2 introduces the flood
inundation model used to replicate this event as well as the forcing data
required to run the model; Section 4.1.3 presents the calibration process
and the results; Section 4.1.4 discusses the outcomes in light of similar
studies and summarises the main conclusions derived from this investig-
ation.
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4.1.2 Material and methods
4.1.2.1 Computer model

In this study we employ the version 17.8 of Itzi (See Section 3.1 for a
detailed description). The modelling parameters shown in Table 4.1 are
the same for each simulation. All the boundaries of the computational
domain are closed.

Table 4.1: Modelling parameters

Parameter Value

a 0.7
Atop max (8) 2.0
6 0.7

4.1.2.2 Input data

Study area

Kingston upon Hull, abbreviated as Hull, is a British city located on
the northern shore of the Humber estuary, in the East Riding of Yorkshire,
England (see location map in Figure 4.1). The city proper hosts 260 200
inhabitants, while the population of the larger urban zone is 573 300.
Hull possesses a oceanic climate, with an annual precipitation of 674 mm
and 15 days a year of heavy rainfall (Klein Tank et al., 2002).

Elevation

For this study we use a DEM obtained from aerial LiDAR. Its spatial
resolution is 5 m. It can be see in Figure 4.2 that the study area could be
divided in two zones. The western part is a hillside while the eastern part
is mostly flat with some areas below the mean sea level. The constructed
area is concentrated in the flat eastern part.

Observed flood extents

After the event, the Hull City Council (HCC) and the EA evaluated the
extension of the affected areas. While the EA used aerial photography
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to map the flooded areas, the HCC carried out a poll among the resid-
ents (Coulthard and Frostick, 2010). The areas identified by each ad-
ministration are represented in Figure 4.3. It could be noted that the
two zones classified by the two administrations shows significant differ-
ences highlighted in Table 4.2. Notably, less than half of the individual
observations could be validated by the other. Furthermore, due to the
limitations of the collection methods, it is possible that the identification
of the flooded areas is partial and that some actually affected areas might
not be represented (Coulthard and Frostick, 2010).

Friction

The Manning’s n friction map is created using the Global Land Cover
(GLC30) map from the National Geomatics Center of China (J. Chen et
al., 2014). Figure 4.4 shows the map of the repartition of the land cover
classes over the study area. Typical values of n from the literature are
assigned for each cell according to its class (Chow, 1959). Table 4.3
shows the relation between the land cover classes and the Manning’s n
values proposed by Chow (1959).

Drainage

The drainage of the city of Hull is entirely pumped because of the
topographic situation of the urban area (Coulthard and Frostick, 2010).
The drainage of the study area was carried out by the combined action
of the following pumping stations that worked continuously during the
event (Coulthard and Frostick, 2010):

e West Hull pumping station (capacity 32m?>s™!), draining the whole
study area plus a smaller part of the city north of it.

e Saltend Waste Water Treatment Work (outflow 22m3s™), treating
most of Hull, including the study area.

Yu and Coulthard (2015) mention drainage capacity values for Hull
of 70mmd " for the urban area and 15mmd™" for the rural areas. Ap-
plying 70 mmd" of drainage capacity to the urbanized part of the study
area (See Figure 4.4) represents an average flow of 30.64m>®s™*. This
value is coherent with the installed pumping capacity described above.
Therefore, we created a drainage capacity map using the values from Yu
and Coulthard (2015) on the urban and non-urban areas defined by the
GLC30 map (See Figure 4.4). The artificial surfaces have been assigned
a value of 2.917mmh™" and the remaining areas 0.625mmh™".
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Figure 4.1: Location of the Hull study area within Great Britain (satellite
imagery Copernicus Sentinel 2016). (Courty et al., 2017)

Elevation (m)
90

Figure 4.2: Digital Elevation Model of the study area. Contour lines are
every 5Sm.

Flooded areas
[JUKEA

Figure 4.3: Identified flooded areas. Light blue: EA only. Dark blue: HCC
only. Green: Intersection of both administrations.
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Table 4.2: Comparison of identified flood extents

Collecting entity Area (km?)

Environment Agency 5.16
Hull City Council 6.18
Intersection of both  2.33

M cuttivated land
forest
grassland
water bodies
8 artificial surfaces

5 km

Figure 4.4: Land cover classes from Global Land Cover in the study area

Table 4.3: Relation between land cover classes and Manning’s n values.

GLC30 class Category from Chow (1959) Manning’s n (s m Y 3
Cultivated land Mature field crops 0.040
Forest Cleared land with tree stumps, 0.060
heavy growth of sprouts
Grassland Pasture with short grass 0.030
Water bodies Natural stream: clean, straight, 0.030

full stage, no rifts or deep pool
Artificial surfaces Gunite, good section 0.019
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Infiltration

Coulthard and Frostick (2010) estimate that the soil was saturated
due to the important rainfall prior to the studied event. Therefore, we
consider that the infiltration could range from naught—where no infilt-
ration at all happens—to a value depending on the hydraulic conduct-
ivity of the soil. We estimated the possible hydraulic conductivity over
the study area with the help of the global soil database SoilGrids250m
(Hengl et al., 2017). First, we calculate the average clay and sand values
in the top 60 cm of soil. Then we use the resulting maps to classify the
soil according to textures definitions from the United States Department
of Agriculture (USDA). Finally we relate the texture classes with typical
values obtained from experiments (Rawls et al., 1983). Table 4.4 dis-
plays the values obtained by this methodology. The average hydraulic
conductivity estimated in the study area is 3.57 mmh ™.

We acknowledge the uncertainty of the method used to estimate the
conductivity, especially in a urban environment, and use uniform values
of infiltration for model calibration. We consider the infiltration to be
equal to the hydraulic conductivity, which is consistent with the Green—
Ampt equation when used in saturated soils. Therefore, the infiltration
values we use for the model calibration are 0 to 5mmh ™" witha 1 mmh™!
step.

Table 4.4: Distribution of estimated hydraulic conductivity above the
study area.

Hydraulic conductiv- Surface (ha) Surface (%)

ity (mmh™1)

1.00 18.88 0.30

1.50 654.5 12.0

3.50 4507.5 82.3

10.9 295.6 5.40
Precipitation

For the Precipitation we compare two sources of information. The
first one is the measurement from an uncalibrated rain gauge at the Uni-
versity of Hull (Yu and Coulthard, 2015). Its temporal resolution is of 1 h
and it is considered uniform in space. The second one is a time-series of



CHAPTER 4. CASE STUDIES 43

raster maps reconstructed using various rain gauges and a meteorological
radar. Although radar rainfall provides spatial rainfall information, it fails
to estimate the correct intensity, partly because it may be affected by dif-
ferent sources of errors. On the other hand, rain gauges can measure the
point rainfall intensities more accurately, but are unable to provide in-
formation on the spatial rainfall distribution. Merging the two sources of
rainfall data is recognised to improve the estimates (Goudenhoofdt and
Delobbe, 2009; Haberlandt, 2007; Jewell and Gaussiat, 2015; Schuur-
mans et al., 2007; Wilson, 1970). The selected radar-gauge merging
method is Kriging with External Drift (KED) (Chiles and Delfiner, 2012;
Cressie, 2015). KED assumes the mean of the process (drift) as a linear
function of external covariates. In this case, the only considered covariate
is the radar rainfall.

For this event, we use the Weather radar rainfall composite product
from the UK Met Office at 1km and 5 min spatial and temporal resolu-
tions (Harrison et al., 2009) and a series of rain gauges from the EA to
create the raster time-series using KED. The radar rainfall product has
been quality-controlled by the UK Met Office and it has been corrected
for well-known sources of error in radar rainfall (Met Office, 2003). Note
that the urban area was mainly covered by the Hameldon Hill radar loc-
ated more than 100km towards the West of the urban area. Figure 4.5
shows the map of accumulated precipitation together with the locations
of the weather radar and rain gauges. Due to the distance of the radar
from Hull, the actual radar rainfall spatial resolution above the study area
is around 5 km. Furthermore, the radar rainfall had gaps in data during
this event and therefore the missing time periods were interpolated us-
ing a nowcasting model (Liguori and Rico-Ramirez, 2014). Unfortunately
some of the missing periods occurred during the time of heavy precipit-
ation falling on the study area. The spatial resolution of the resulting
rainfall field is of 1km. The radar rainfall scans were accumulated to
produce a temporal resolution of 1h, similar to the uniform rainfall. Fig-
ure 4.7 shows the evolution in time of the rainfall field generated by KED.
Note that some time steps shown in Figure 4.7 show a KED spatial rainfall
resolution of 1 km due to the fact that the radar-gauge KED merging was
performed at 1 km resolution and also because the nowcasting model to
interpolate the missing time periods also runs at 1 km.

The mean hyetographs of each rainfall, average above the urban area,
are compared in Figure 4.6. The peak intensity of the KED rainfall is lower
than the uniform rainfall, but at lower intensity, the KED rainfall shows
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Figure 4.5: Accumulated rainfall obtained from Kriging with External
Drift on 25 June 2007. Circles represent the rain gauges used. Triangles
are the weather radars. The study site is represented by a black polygon.
Please note that during this event, only Hameldon Hill radar (located at
the west of the region) was operating.

higher values. On the same figure is represented the range of intensity
values that are present in the raster rainfall field obtained by KED. This
allow for a better understanding of the spatial variability of the rainfall
during this event. The spatial variability of the KED rainfall is higher
when the intensity is higher. The precipitated volumes during the event
are 6.1 hm® and 5.9hm?® for the uniform rainfall and the KED rainfall,
respectively.

4.1.3 Results

We first calibrate the model with the uniform rainfall using the infiltration
as a calibration value. Secondly, we run an additional simulation using
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Figure 4.6: Hyetographs of the two considered rainfalls above the study
area on 25 June 2007.

the calibrated values and the KED rainfall. We then compare the results
obtained with the KED rainfall to those obtained with the uniform rainfall.
To do so, we subject the results to two types of analysis; a qualitative one
and a quantitative one.

4.1.3.1 Model calibration

Since this case is not sensitive to friction (Yu and Coulthard, 2015) we
select only the infiltration as a calibration value. As mentioned in Sec-
tion 4.1.2.2 we use the uniform infiltration values of 0, 1, 2, 3, 4 and
5mmh™'. For this process of calibration, we use the uniform rainfall. We
calibrate the model using the identified flood extent as references. We
have two maps of flood extent (see 4.1.2.2). We use as reference those
two maps plus a union of those two extents.

In order to compare the computed flooded areas to the observed ones,
we classify each cell as flooded or dry by applying a water depth threshold
on the computed water depth. There is no definite literature on the value
of this threshold and it is mostly arbitrary (Wilks, 2011). Therefore, we
use a series of 31 values from 0.5 to 35 cm distributed with a 1 cm step.
Logically, the generated binary maps shows a larger extent of inunda-
tion when the threshold is lower, and a smaller extent with a higher
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Figure 4.7: Evolution of rainfall intensity above the study area obtained
with Kriging with External Drift. Event of the 25 June 2007.
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threshold. The first step to compare those generated maps to the ob-
served extent maps is to classify the results in a contingency table (see
Table 4.5). This contingency table is then used to calculate the Critical
Success Index (CSI) (Wilks, 2011), a skill evaluation score commonly
used in hydrology (e.g. Cook and Merwade, 2009; Holfritt and Bates,
its

hits 4 misses + false alarms
The combination of entry data that obtains the highest CSI will be used
as a reference simulation to compare the two rainfall data.

2002). This score is calculated using CSI =

Table 4.5: Contingency table used to calculate the Critical Success Index.

Observed
Flooded Not flooded

Flooded hits false alarms

Computed . .
P Not flooded misses correct negatives

The computed values of CSI obtained of the 6 simulations is shown
in Figure 4.8. Each individual observed extent gives a lower value of CSI
than the union of both extents. In that latter case, the highest value of
CSI is obtained without any infiltration and at a water depth threshold of
20 cm. This highest CSI value is 0.36. Therefore, we retain the following
calibration values:

*  Union of observed flooded extents as the ‘real-world’ reference.
* No infiltration.
*  Water depth threshold of 20 cm.

4.1.3.2 Qualitative analysis

During the event, the water accumulates in the lower part of the domain,
which is also the most urbanised. Figure 4.9 compares the computed
maxima water levels with the observed extents. It shows that the model
is able to identify the main flooded area observed by the two collecting
entities, at the centre of the domain. For the other inundated parts, the
comparison is more difficult because of the discrepancies between the
observations of the EA and the HCC.

Some differences in computed water level occurs between the simu-
lation using the KED rainfall and the one using uniform rainfall. Those
differences are not easily noticed on Figure 4.9. Figure 4.10 allows an
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Figure 4.8: Values of Critical Success Index obtained during the calib-
ration process. They are obtained with uniform rainfall and different
infiltration values, water depth thresholds and observed extents.
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Figure 4.9: Comparison between observed extents and maxima com-
puted water depths.
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easier representation of those differences in maxima water depths. It
could be noted that water levels obtained using the KED are consistently
lower than those using the uniform rainfall. This could be related to
the smaller precipitated volume of the KED rainfall (see Section 4.1.2.2).
The discrepancies are mostly between 5 to 10 cm, and is larger going east-
ward. In more limited areas, the differences reach 15cm. Those higher
differences in the eastern part of the domain might be due to the inund-
ation being mostly due to the overland flow coming from the upstream
areas on the west, and not from the local precipitation. The observed
difference might therefore be due to the flood wave not reaching that far
east when the precipitated volume is lower.

Diff. in max. water depth (m) (;i3:f km
0.05
0.10
0.15

o2

Hozs

Figure 4.10: Differences in maxima water depths between the results
using uniform rainfall and those using Kriging with External Drift. Here
is shown the case without infiltration.

4.1.3.3 Quantitative analysis

In order to compare the results obtained with the uniform rainfall and
those obtained with the KED, we calculate for each simulation result
the CSI, total flooded area and percentage of the computational domain
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which is flooded. Those calculations are first done with maxima water
depths map, then we proceed to do a similar analysis with the evolu-
tion in time of those values along the simulation. For all those analysis
we employ the values determined by the model calibration (see Section
4.1.3.1).

First, we compare the maxima water depth maps obtained by the two
rainfalls. Table 4.6 shows the results of this analysis. The surface flooded
is lower when using the KED rainfall. This is explained by the lower accu-
mulated precipitated volume of the KED rainfall compared with the uni-
form rainfall (see Section 4.1.2.2). About the skill, the CSI obtained with
each of the rainfall are quite weak, with values lower than 0.4. However,
the uniform rainfall results in a CSI slightly higher than the KED, with
0.36 against 0.35.

Table 4.6: Comparison in maximum flooded areas between uniform and
Kriging with External Drift rainfalls.

Rainfall CSI Flooded area (ha) Surface flooded (percent)

Uniform 0.36 934.62 17.07
KED 0.35 861.06 15.73

Second, we examine the evolution in time of the flooded area, the
flood volume and the CSI. Figure 4.11 shows the plots in time of those
values obtained with the two different rainfalls. We can notice that the
rate of change of all three values is logically affected by the intensity of
the rainfalls (see Figure 4.6), with the steepest increase being between
07:00 and 17:00. The flooded volumes obtained with the two rainfalls
reaches its highest value at the same time, 17:00. However, the flooded
area continue to grow afterwards, with a peak occurring at 20:00. This is
likely due to the spreading of the inundation continuing at smaller depths,
resulting in a growing flooded area, even though the volume is getting
smaller. Considering the CSI, the values obtained with the uniform rain-
fall are higher than those obtained with KED for most of the simulation.
However, the difference is getting much smaller as the water level sta-
bilize. With the uniform rainfall, the CSI peaks at 21:00 with a value of
0.445, while with the KED it peaks at 21:30 with a value of 0.439. At the
end of the simulation, the CSI values for uniform and KED rainfall are
0.436 and 0.434, respectively. Furthermore, it is notable that the max-
imum CSI obtained during this exercise are higher than those obtained
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with the maximum water level (See Table 4.6). We can explain that by
the fact that the maxima water depths map includes the water channels
that form in the more hilly west part of the basin (See Figure 4.9). This
creates flooded cells in those area which are not reported as flooded by
any of the two authorities, inducing a lower skill for both of the tested
rainfalls. On the other hand, those channels dry out when the rain stops,
which induces a higher CSI when calculating it using maps of instant wa-
ter depth. This fact is reflected in the differences observed between the
flooded areas calculated by snapshots water depths (816 ha) to the one
obtained with the maxima water depths (935 ha, see Figure 4.6).

Critical Succes Index
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Figure 4.11: Evolution in time of the flood volume, flooded surface and
Critical Success Index. The flooded surface and CSI are calculated for
water depths above 20 cm.
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4.1.4 Discussion and conclusions

In this paper we compared the computer simulation results obtained by
the use of uniform and KED rainfall to observed inundation extents of the
historical event of June 2007 in Hull, UK. Although the spatial variability
of the KED rainfall is slight (see Figure 4.7), differences appear. For in-
stance, the flooded area obtained with the KED rainfall is 8 % lower than
the one obtained with the uniform rainfall (see Table 4.6). This is due to
a lower precipitated volume and, in turn, a lower flooded volume when
using the KED. However, those differences in flood volume and inund-
ated areas do not reflect in the skill scores obtained by the two rainfalls
when comparing the computed flood extents to the observations of ac-
tual affected zones. Indeed, the differences in CSI for those two rainfalls
are not sufficient to be conclusive and should not be used to assert the
superiority of one rainfall data against the other.

Two factors inherent to this specific event might influence those res-
ults. First, the observations of flooded zones are unlikely to accurately
identify the affected areas (see Section 4.1.2.2). This uncertainty in the
observations reduces the reliability of the calibration and evaluation pro-
cesses. Second, the available radar data for this event come from an
equipment rather far from the study area. This results in a practical spa-
tial resolution of around 5km. Furthermore, there were missing time
periods in the radar data that needed to be filled using nowcasting inter-
polation before preforming the KED radar-gauge merging.

Unfortunately, uncertain or scarce observations are common during
extreme flood events (e.g. Pedrozo-Acuia et al., 2014). Maps of observed
flooding are especially difficult to obtain in urban areas due to the short
time scale of their occurrence (usually a few hours). Few urban areas
are instrumented, and remote-sensing techniques might be of limited use
(Di Baldassarre, 2012). In addition to the relatively low revisit time of
spacecrafts carrying high-resolution instruments, some technologies like
multi-spectral imagery are seldom usable because of the cloud cover dur-
ing or immediately after the precipitation event. In that sense, in spite of
the limitations of the available data, the present case study can be con-
sidered data-rich because it includes both non-uniform rainfall data and
observations of the affected areas.

Therefore, this study is a step forward in the direction of having a bet-
ter understanding of the impact of the spatial variation of rainfall on the
flood modelling of historical events. It shows that even with limited and
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uncertain data, the incorporation of the spatial variability of rainfall does
have an impact in the numerical results. We can mention that should
another flooding event occurs in the same area, the definition of the rain-
fall data might improve due to the inclusion of the data of the Ingham
radar, on the south of the study area (see Figure 4.5), that in turn might
improve the reproduction of the inundation. Each event is different, and
the relative size of the precipitation compared to the study area is to be
considered. In urban areas of limited extent like Hull, more localized
events like convective precipitations might require even more the consid-
eration of the spatial component of rainfall. More similar studies should
be carried out in the future that will tackle the subject with other type of
events and study areas, including different type of meteorological events,
topography and land use.

4.2 Reproduction of the July-August 2015
flood in Kolkata, India

Kolkata is a city located in the Ganga delta, in the Indian state of West
Bengal. During monsoon it regularly suffers from floods. The studied
area is located on the left bank of the Hoogly river, a distributary of the
Ganga river. Figure 4.12 shows the location of the study area relative
to the Republic of India and the state of West Bengal. In this section I'll
present the study of the reproduction of the event that occurred from the
31 July to 1 August 2015. Most of the data are kindly provided by Dr.
Dhrubajyoti Sen from the Indian Institute of Technology at Kharagpur.

4.2.1 Entry data
4.2.1.1 Elevation

A topographic land survey has been carried out in the area of interest.
I used the resulting points to create a DTM with a horizontal resolution
of 30 m by interpolating the values between the surveyed points using
Regularized Spline with Tension (MitdSova and Hofierka, 1993; MitaSova
and Mitas, 1993) with the v.surfrst tool from GRASS. The area of interest
measures 53 km?. Figure 4.13 shows the obtained DTM.
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Figure 4.12: Location of Kolkata in India. The red polygon represents the
study area

4.2.1.2 Rainfall

The rainfall for this event has been measured using the automated system
described by Sen (2013). For this event, 4 rain-gauges where operational.
The temporal resolution of the data is 15 min. A raster map has been cre-
ated at each time step using the Inverse Distance Weighting method with
a power coefficient of 3. Then, the generated raster maps have been ref-
erenced in a GRASS Space-Time Raster Dataset to be used in Itzi. Figure
4.14 show the total precipitated height during the 48 h event.

4.2.1.3 Water level at pumping stations

The water level of the pumping pits of three main pumping stations are
recorded using the same infrastructure as the rainfall (Sen, 2013). Figure
4.15 shows the position of those stations within the drainage network,
while Fig. 4.16 shows the evolution of the water level at those stations
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Figure 4.13: DTM of the area of interest of Kolkata. The black dots rep-
resent the points measured by land survey.

Acc. precipitation (mm)
136.8

132.9
X Rain gauge
129.0 B Study area

125.1

—121.2

Figure 4.14: Accumulated rainfall during the 48 h event and location of
the rain gauges used.
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during the event.

0 5 10 15 20km
[ — S—] [_Jstudy area
™ Drainage network

% Monitored pumping station

Figure 4.15: Overview of Kolkata’s drainage network.

4.2.1.4 Drainage network

The first drainage of Kolkata has been laid out 140 years ago by the British
authorities when the city, then known as Calcutta, was the capital of Brit-
ish India (Sen, 2013). Although Kolkata lies on the Hooghly river, most
of its run-off and sewage waters are drained eastward through overland
canals to a tidal creek known locally as Kultigang (Sen, 2013). Those
canals are protected with gates that prevent the introduction of backwa-
ter in high tides. Only a small portion of the drainage network of the
study area actually drains to the Hooghly (Sen, 2013). Due to the length
of those canals (around 30 km) and the presence of tide gates, the tidal
influence could be safely ignored as a first estimate (Dhrubajyoti Sen,
personal communication, 4 March 2017).

The drainage network is available in the form of a SWMM input file.
It comprises 2673 nodes and 2686 links. This includes pipes, open chan-
nels, pumping stations, reservoir etc. A Python tool has been developed
to import the SWMM file into a GRASS vector file, with the attributes
stored in the corresponding database tables. This allow to easily visual-
ize the network together with the other geographical data, as shown in
Fig. 4.15.

After comparison with the DTV, it appears that the invert elevation
of 69 drainage junctions where situated over ground. The location of
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Figure 4.16: Measured water level in cm in the pumping stations during
the event.

those junctions is shown on Fig. 4.17. The network has been mod-
ified to correct those inconsistencies. Furthermore, no indication was
available about the pumps number, type, rating curve or operating rules
at the pumping stations. Therefore, the measured water levels at three
main pumping stations has been used as a downstream forcing and those
pumping stations have not been modelled.

4.2.1.5 Flooded areas

Flooded areas for this event have been collected from the Facebook page
of the Kolkata Traffic Police, which posted information about the affected
zones. The identified roads are shown in Fig. 4.18.

In addition to the location, the dataset includes an approximation of
the observed water depth classified according to lower body parts, namely
the ankle and the knee. The average height of inhabitants of West Bengal
between 20 and 49 years is 163.2 cm for men and 150.5 cm for women
(Mamidi et al., 2011). The average relative knee height of inhabitant
of Beijing is 29.7 % of total body height for the women, and 29.8 % for



CHAPTER 4. CASE STUDIES 58

*  Drainage junction above ground
— Drainage conduits

J Study area

[ | Hoogly river

Roads

Figure 4.17: View of Kolkata’s drainage network highlighting the junc-
tions which invert elevation is located above ground level.
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Figure 4.18: Roads identified as flooded by the Kolkata Traffic Police.
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the men (D. J. Hunter et al., 2005). I will here consider that there is no
significant variation of this proportion between the two countries. Con-
sidering a equal proportion of males and females, I can therefore estimate
that the average knee height of the inhabitants of West Bengal is 46.7 cm.
To take into account the uncertainty of this estimation, I arbitrarily asso-
ciate a confidence interval of 5cm. I have not found anthropometrics
information about ankle height, so it is estimated here to be 10 cm. Table
4.7 recapitulates the results of this estimation process.

Table 4.7: Relation between observed water depth classes and estimated
water depth.

Observed water depth class Estimated water depth (m)

Above ankle deep 0.10 <d < 0.47
Knee deep 0.47 £ 0.05

4.2.2 Results

To simulations are run. One without drainage and another one with the
drainage. The simulations are run for 48 h. The surface-drainage integ-
ration is done on every junction nodes that falls inside the raster compu-
tational region. Table 4.8 shows the computation times for each of those
simulations. It can be noted that including the drainage has an import-
ant cost on the computation time. To understand better the difference in
computation time, I performanced an analysis using a profiler. It results
that the main computational cost when running the coupled model is not
the actual drainage computation but the process of writing the results as
vector maps and to populate the related DB tables. It is likely a limita-
tion of GRASS and/or the type of DB back-end being used. Here I used
SQLite, the GRASS default.

Figure 4.19 displays the maximum water levels attained during the
simulation when the drainage is used. The flooded areas are spread over
the study area. However, the larger depths are calculated in the south-
east, where the water reaches depth above 1 m. This area is where most
of the above-ground junctions where located (see Figure 4.17). Since the
area is not identified as flooded in the police reports (see Figure 4.18), it
might be the DEM in the area that is faulty, and not the drainage network
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Table 4.8: Computation times with and without drainage for a 48 hours
event.

Computation time
(hh:mm:ss)

Without drainage 00:03:05
With drainage 00:39:45

Case

model, as first thought. It is however difficult to determine the real reason
with the data at hand.

The differences due to the inclusion of the drainage network in the
simulation are shown in Figure 4.20. Adding the drainage network into
the simulation reduces the water depths up to more than 0.10 m (98th
percentile: 0.14m). The zone that shows the more changes is located in
the north-east of the study area.

0 1 2 3 4km

—— Drainage network
Water depth (m)
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Figure 4.19: Maxima water depths obtained during the event when using
the drainage network.

Now I compare the resulting maxima depths to the observed flooded
roads. Given the subjective nature of the observations, the flood predic-
tion at each observed street is categorised as ‘good’ or ‘bad’ if the com-
puted maximum, mean or median along the given road is inside the given
threshold. Tables 4.9 and 4.10 display the result of this work with and
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Figure 4.20: Differences in maximum water depth when the drainage is
included or not. This is the additional water depth that occurs when the
drainage is not included.

without drainage, respectively. With drainage, 10 observations out of 24,
or 42 %, are adequately predicted by the numerical model. If the drain-
age network is not included, the number of correct observations drop to
9, or 38 %. The use of the coupled model does increases the performance
of the numerical simulation, although slightly. Furthermore, I considered
that the observations where made at the maximum water depth. There
is no indication that this assumption might be true. It is more likely that
the reports from police officer on the ground where made during a lapse
of time and at various stages of the flooding event.

The results might not seems of high quality (only 42 % of correct pre-
dictions), however the uncertainties in the entry data should be taken
into account. Those uncertainties could be summarized as follow:

* Inadecuate representation of flow pattern:

— The DEM has a resolution of only 30 m, which is not enough
to represent the narrow streets of Kolkata.
— Building blockage are not considered.

* Drainage network model:

— Some pipes shown to be over ground level (although it could
be a DEM problem).
— The georeferencing is crude, with many pipes not represented
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under the roads as they should be.

— Lack of information about the rules of operations of the nu-
merous pumping stations; those stations play an important
role in the drainage of Kolkata.

* Observations:

— The observations are likely partials. Other flooded parts of the
city might not be reported.

— The reported values are subjective and numerical values must
be infered.

— The time at which the observations are made is not known. It
is likely that they are not all made at the same time, and that
they do not represent the water depth at its peak.
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Table 4.9: Comparison between the observed water levels and the max-
imum computed depths with drainage. The statistics denote the variation
of computed value along the given street. Observation number shown in
Fig. 4.18

Obzz;id(vrﬁter Max. computed water depth (m) Z{lzcll;:;lon
Low High Maximum Mean Median
1 0.42 0.52 0.173034 0.153963 0.154557 Bad
2 042 0.52 0.757334 0.581923 0.628378 Bad
3 042 0.52 0.500112 0.372848 0.382104 Good
4 0.10 0.47 0.704026 0.665762 0.656357 Bad
5 042 0.52 0.668125 0.636484 0.642131 Bad
6 0.10 0.47 0.718474 0.640574 0.717205 Bad
7 0.42 0.52 0.463799 0.358191 0.358191 Good
8 042 0.52 0.110591 0.061683 0.050542 Bad
9 0.10 0.47 0.242456 0.226611 0.226611 Good
10 0.42 0.52 0.069052 0.016448 0.011440 Bad
11 0.10 0.47 0.007700 0.004697 0.005157 Bad
12 0.10 0.47 0.558103 0.514451 0.510847 Bad
13 0.10 0.47 0.509349 0.342319 0.388193 Good
14 0.42 0.52 0.108023 0.071948 0.078304 Bad
15 0.42 0.52 0.136153 0.053478 0.027736 Bad
16 0.10 0.47 0.267438 0.264642 0.267172 Good
17 0.10 0.47 0.499964 0.262533 0.202840 Good
18 0.10 0.47 0.543341 0.290709 0.373015 Good
19 0.10 0.47 0.497496 0.458792 0.476385 Good
20 0.42 0.52 0.102362 0.024191 0.009086 Bad
21 0.10 0.47 0.425738 0.238075 0.220619 Good
22 0.10 0.47 0.217732 0.114594 0.144956 Good
23 042 0.52 0.327600 0.239993 0.236212 Bad
24 0.42 0.52 0.201602 0.108574 0.094321 Bad
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Table 4.10: Comparison between the observed water levels and the max-
imum computed depths without drainage. The statistics denote the vari-
ation of computed value along the given street. Observation number
shown in Fig. 4.18

Obzz;id(vrﬁter Max. computed water depth (m) Z{lzcll;:;lon
Low High Maximum Mean Median
1 042 0.52 0.164226 0.145420 0.145876 Bad
2 042 0.52 0.748361 0.573011 0.619410 Bad
3 042 0.52 0.491064 0.363738 0.373050 Good
4 0.10 0.47 0.735853 0.697488 0.688139 Bad
5 042 0.52 0.699620 0.668021 0.673629 Bad
6 0.10 0.47 0.859275 0.781259 0.857786 Bad
7 042 0.52 0.594247 0.488594 0.488594 Good
8 042 0.52 0.101277 0.058698 0.052882 Bad
9 0.10 0.47 0.239200 0.223253 0.223253 Good
10 0.42 0.52 0.096160 0.019495 0.011392 Bad
11 0.10 0.47 0.007686 0.004660 0.005112 Bad
12 0.10 0.47 0.694503 0.652780 0.648476 Bad
13 0.10 0.47 0.647427 0.479943 0.526335 Bad
14 0.42 0.52 0.110358 0.074844 0.082680 Bad
15 0.42 0.52 0.136817 0.054914 0.029274 Bad
16 0.10 0.47 0.258231 0.255422 0.257961 Good
17 0.10 0.47 0.490720 0.253201 0.193582 Good
18 0.10 0.47 0.534298 0.283554 0.363886 Good
19 0.10 0.47 0.488443 0.449720 0.467335 Good
20 0.42 0.52 0.103055 0.024335 0.009039 Bad
21 0.10 0.47 0.458363 0.270561 0.253362 Good
22 0.10 0.47 0.233882 0.125406 0.159905 Good
23 042 0.52 0.331334 0.243646 0.239987 Bad
24 042 0.52 0.205712 0.111335 0.095211 Bad




Conclusion

In this work, I presented the development and implementation of a new
numerical flood model. This software, named Itzi, combines a simplified
surface flow model with the well-known SWMM drainage network model.
The bi-directional interchanges between the two models is achieved by
using a combination of weir and orifices equations. Itzi is released under
a GPL license that allows its modification and unlimited use. Its imple-
mentation could therefore be studied by both scientists and engineers,
and its use is free of charge. The numerical tool is the first FOSS of its
kind, which makes it a great asset for the flood modelling community.

The surface model proved its ability to reproduce urban flood events,
achieving correct predictions of water depth and arrival time of the flood
wave. Indeed, numerical results compare very well against both analytic
solutions of the SWE and LISFLOOD-FE a well-proven flood model work-
ing with the same set of equations and assumptions.

The surface-drainage coupled model was tested using a published syn-
thetic simplified test case. The numerical results from Itzi were compar-
able to those obtained using well-known commercial models. This result
provided a solid step forward towards the application of Itzi to reproduce
and characterise real urban floods.

Nonetheless, the use of a real flood event with all the required data
at an adequate spatial and temporal resolution resulted elusive. Despite
this fact, a real flood event registered in the city of Kolkata in 2015 was
incorporated as a test case. Information relative to the sewer network
and flood depths in several streets of the city was available. However, it
should be noted that although this test case corresponded to a real city
and flood, the quality of the information that was acquired was not op-
timal. For instance, the DEM was interpolated from a land survey, which
resulted in a low level of information between the measured points. In-
deed, compared to a 1d drainage model like SWMM, the additional com-
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plexity of a coupled model requires data of higher quality. Those should
include spatial distribution of rainfall within the catchment (e.g. from a
dense network of rain gauges or weather radar), a DTM at a resolution
related to the width of the streets (e.g. LiDAR data), land use informa-
tion, and detailed sewer system data. A key lesson that can be learned
from this test case is that there are a great number of uncertainties, not
only in the proper modelling of urban floods, but in the data itself. Des-
pite this fact, the model was able to identify the flooded areas registered
by the police, and performed better with the integration of the drainage
than with the surface model only.

We do recognise that the uncertainties associated to this test case pre-
vents its use to adequately evaluate the capacity of the coupled model to
represent real-world events. However, the lack of drainage network in-
formation at a proper level (e.g. primary and secondary lines), and to a
lesser extend elevation data, is very common all over the word, especially
in developing countries. From that perspective, the case of Kolkata could
be classified as data-rich with its combination of multiple rain gauges at a
decent temporal resolution, drainage monitoring stations, and the avail-
ability of a drainage network model.

Pluvial flooding in cities occurs when the local drainage system is not
able to cope with the collection and conveying of surface runoff. Simul-
taneous modelling of all surface flow processes coupled with a pipe net-
work is considered the more realistic approach to this problem. The ex-
change of water between the drainage model and the surface flow model
is carried out via conceptual links representing inlets and manholes. The
parameters of these links are another source of uncertainty in the model-
ling of urban floods, because of their complex geometry and flow regimes.

An obvious next step for improving Itzi is to build upon the recent
advances in physical modelling of the interactions between a drainage
network and a surface flume (Hakiel and Szydtowski, 2017; Rubinato et
al., 2017). Using the results from such experiments as benchmarks will
allow to 1) assess the capacity of Itzi to accurately model the interactions
between a drainage network and a surface model, and 2) have an ap-
proach of the range of acceptable values that could be used to calibrate
a coupled model in a real-world event.

Moving forward, the current software implementation of the coupling
could be simplified. The likely future of Itzi is to become more modular
and make use of existing software libraries that would be modified to per-
mit the coupling. The Open Water Analytics community is maintaining
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both a version of SWMM with additional API functions® and pyswmm, a
Python interface that wrap this API*. Those packages were still in their
infancy when the work on the Itzi coupling started. However, they vastly
improved in the last two years and they are now a viable solution to
base the drainage part of Itzi on. The objectives would be to 1) modify
SWMM to integrate the coupling flow computation, 2) integrate those
changes into pyswmm, 3) replace the current coupling code of Itzi to use
pyswmm instead. Of the above, the points 1 and 2 are mostly coded,
with the modification of SWMM awaiting approval for merging> and the
changes to pyswmm being well under way®. The expected outcomes of
those changes to Itzi will be three-fold. First, the codebase will be smaller
and easier to comprehend. Second, the maintenance and documentation
of the drainage code will be shared among a wider community. Finally, a
performance improvement is likely to occur with the implantation of the
coupling directly inside the SWMM code.

'https://github.com/OpenWaterAnalytics/Stormwater-Management-Model

Zhttps://github.com/OpenWaterAnalytics/pyswmm

3https://github.com/OpenWaterAnalytics/Stormwater-Management-Model/
pull/124

*https://github.com/lrntct/pyswmm/tree/surfaceCoupling
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A Exported drainage values

Table A.1: Exported drainage node values in results vector maps.

Column Description
cat DB key
node_id Name of the node
type Node type (junction, storage, outlet etc.)
linkage type Equation used for the drainage/surface linkage
linkage flow Flow moving from the drainage to the surface (m*s™)
inflow Flow entering the node (m®s™)
outflow Flow exiting the node (m®s™)
latFlow SWMM lateral flow (m®s™)
head Hydraulic head (m)
crownElev Elevation of the highest crown of the connected conduits (m)
crestElev Elevation of the top of the node (m)
invertElev Elevation of the bottom of the node (m)
initDepth Water depth in the node at the start of the simulation (m)
fullDepth crownkElev — invertElev (m)
surDepth Depth above crownElev before overflow begins (m)
pondedArea Area above the node where ponding occurs (m?)
degree Number of pipes connected to the node
newVolume Water volume in the node (m?)
fullVolume Volume in the node when head — invertElev = crestElev (m®)
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Table A.2: Exported drainage link values in results vector maps.

Column Description
cat DB key
link id Name of the link
type Link type (conduit, pump etc.)
flow Volumetric flow (m3s™)
depth Water depth in the conduit (m)
velocity Average flow velocity (ms™)
volume Water volume stored in the conduit (m?)
offsetl Height above inlet node invert elevation (m)
offset2 Height above outlet node invert elevation (m)
yFull Average water depth when the pipe is full (m)
froude Average Froude number
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